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CMUG ECV Quality Assessment Report

1. Purpose and scope of the Technical note

The purpose of this activity is to assess the guali the Climate Data Records (CDRS)
delivered by the ESA CCI and use them with couphedth System Models. To provide
added value for climate modelling activities such iaitialisation, assimilation, model

evaluation and development, trend analysis and toxamg, the CDRs must have the ‘climate
guality' and meet the requirements which have lgaem in the URDs.

The assessment of the CDRs will not be a repedhefvalidation performed by the CCI
teams which primarily will concern data productanfrLevel 2 to Level 4.

The first version of this document (V1) will onlyehka proof of methodology by assessing
“Precursor Products” taken from existing datadedser versions will report on the actual CCI
CDRs produced in phase 1 of the CCI.

2. Terminology used

To aid the reader and avoid confusion the definitd the main terms used in this report are
given here.

Essential Climate Variable (EC\efines a specific variable defining the atmosphecean

or land surface state. One ECV can include sewkiferent climate data records (e.g. ozone
total column and ozone profile). They have beenndédf by GCOS (2011) for ECVs
measured by satellites.

Climate Data Record (CDR$ a level 2 or 3 dataset for an ECV which has h@enessed to
a standard sufficient for climate monitoring purggsLevel 1 datasets (e.g. top of atmosphere
radiances) are referred to as FCDRs (Fundamentab@ Data Record).

Pre-cursorrefers to a CDR which has similar characteristiche planned CCI CDRs. It may
not be “climate quality”. The ESA GlobXXX seriestdsets are examples of precursors. The
main requirement for this purpose is that it caragsessed in a similar way to the CCI CDRs
to demonstrate the methodology.

Assessmertitere is a generic term which refers to a varietgitirent ways to determine the
fidelity of a CDR. The various methods for assesgmee given in section 3.

Assimilatehere refers to a CDR being used within an atmosphecean or land surface
model to adjust the state variables to better He& bbservations taking into account the
uncertainties of the observations and model fingtsg.

Hindcastis a where a NWP model is run in the past to vehéyaccuracy of its forecasts with
observations.
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Nudgingin data assimilation means to add a term to the stctor that is proportional to the
difference of the calculated meteorological vagadhd the observed value. This term "keeps
the calculated state vector closer to the obsamnsti

Uncertaintyrefers to a combination of random and systemaéigs] errors for each variable
in a CDR. It normally refers to an individual obsaion but can refer to area and time
averaged quantities.

Consistencyefers to the consistency of related ECVs (e.@ &nd aerosols) in space and
time. This is important for relationships betweefiedent ECVs and also between different
CDRs for the same ECV.

Climate modelis a numerical representation of the climate sysbased on the physical,
chemical and biological properties of its composenheir interactions and feedback
processes, and accounting for some of its knowpgsties.

EnsembleA group of parallel model simulations used for @i projections or predictions.
Variation of the results across the ensemble mesngeres an estimate of uncertainty.
Ensembles made with the same model but differatiilliconditions only characterise the
uncertainty associated with internal climate valigh whereas multi-model ensembles
including simulations by several models also ineluthe impact of model structural
differences.

CMIP-5is an exercise to compare the current state aflianate models and has provided an
ensemble of different predictions.

Reanalysesre estimates of historical atmospheric and ocewmperature, wind, current,
and other meteorological and oceanographic quesititicreated by processing past
meteorological and oceanographic data using fixaieg-©f-the-art weather forecasting models
(atmospheric reanalysis), ocean monitoring andclstng models (ocean reanalysis) and
data assimilation techniques.

3. Methodology applied to assess climate data records

For climate modelling the four key applicationstbé CCI datasets are tenable Model-
Observation ConfrontationProvide Boundary Conditions, Provide Initial Condits, and
Provide Observations capable of assimilatioMlodel-Observation Confrontation is the
natural first step for a new dataset to be used @litnate models and this will be the primary
activity performed by CMUG in a number of ways &steldd below. Model-Observation
Confrontation plays a significant role in the demisprocess that determines whether a
dataset is deemed suitable (from the user’s petispeor the other 3 key applications.

The CMUG assessment will encompass the followingeeis for a selection of the CCI
climate data records:

Confront
» consistencyof Global Satellite Data Products time (e.g. stability, uncertainty of
bias)
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e consistency with independent observatidesy. limb view, in-situ, ground-based
remote sensing)

» consistency with precursor datasétsunderstand the differences and assess if the CCl
datasets are better representations of the atmos/isheface state

» consistency compared to reanalysis fields

» consistency across ECVs

» ability to capture climate variability and smalliciate change signalg.g. observed
trends) for their use in Climate Monitoring andrittition.

Assimilate and boundary condition
* impactin Model and Data Assimilation Systeifier a few ECVs where appropriate).

There is not a single methodology that can be wsecersally but several approaches from
different science teams and tailored for each EG\0rily general comments are given here
with the details in section 4 for each ECV. In maases an observation operator is required
to compare the measured quantities with the aatuadlel variables although often this
operator is fairly trivial. A simple operator woulde interpolation from model grid to
observation point in space and time. A more complearator would be a radiative transfer
model to compare measured top-of-atmosphere rashBar{tevel 1 data) with model
equivalents. If higher level 2 or 3 products aredushe operator is usually simpler as the
variables are closer to the model output althoingherror characteristics of the products can
be more complex.

When the products are used in model analyses,aitieation of their systematic and random

errors may be required. When they are used forcdcemparison, the way they are used

could be refined and this will be a topic of resbam the assessment. In particular the
assessment of the uncertainties provided with #ta @ill need to be assessed in an objective
manner.

Data used for assessment of CD| Advantages Drawbacks

Climate Model (single, ensemble) Spatially and terajy Model has uncertainties
complete Not all variables available

Re-analyses Spatially and temporally | Analysis has uncertainties
complete Not all variables available

Precursors Comparing like with like Some precursaay have

large uncertainties
Independent satellite or in situ Different ‘view’ of May have much larger
measurements atmosphere/surface uncertainty than CDR, need {o

include representativity error

1v2}

Related observations (surface and | Assures consistency with | May not be spatially or
TOA fluxes, temperature, water other model variables temporally complete
vapour)

Table 1. The various options for assessing the @bdRtheir advantages and drawbacks
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For many atmospheric ECVs a comparison with the HER&rim reanalysis is appropriate to
assess the overall fidelity of the CDRs. A comparisvith other independent measurements,
in situ, ground based remote sensing and othdligaproducts is also important. Ideally they
should exhibit some differences in time samplingaoe measurements using a different
technique (e.g. limb viewing in infrared or microvea aircraft sampling). There are also
some related products which can be linked to so@EELCVs (e.g. CO for biomass burning
and aerosols, humidity or precipitation for clouds)ich should be used in the assessments.
Table 1 summarises the advantages and disadvartatjesvarious assessment datasets.

The consistency across ECVs is something that leas Ispecifically identified as being
important to the climate modelling community (th€I(project’s targeted user community)
and the CMUG will look at this aspect of the CCtadts, drawing attention where necessary
to inconsistencies between related ECVs. Incrgsirthe climate modelling community
approaches consistency from an integrated perspeuthich includes consistency across
ECV product levels, e.g. from Level-1 radiancetdwel-2 swath-based geophysical products
to Level-3 gridded products, and also extends toillary data products such as bias
corrections and homogenization terms. It is th@eeimportant that the CCI continues its
commitment to open access and traceability, whiglh entail preserving and making
available all such products generated during tlgept.

An important requirement of an observational ddtbmereanalysis is that when assimilated it

improves (or at least does not degrade) the shoder forecasts of relevant meteorological
variables. Assimilation of the CCI products is ader term goal in the context of reanalysis
projects (e.g. ERA-CLIM) and represents a critiest for some CDRs, but given that such
tests are expensive to perform they must first teeqrled by extensive quality assurance on
the observational datasets in order to maximizepitespects for demonstrating beneficial

impact.

The following sections describe initial assessmentprecursor’ datasets to demonstrate the
methodology of assessing the CCl CDRs when thegrbecvailable. A variety of methods
are employed for the different ECVs. Not all CCINECcould be covered here.

4. Assessment of climate datarecordsfor CCl ECVs

4.1 Sea Surface Temperature

Sea surface temperature was assessed with tweedifferecursors, the ARC ATSR dataset
and thep-HadISST2 historical analysis of SST. Two differapproaches were also used as
described below.

4.1.1 ARC SST assessment

The obvious pre-cursor for the SST ECV data isASR Re-processing for Climate (ARC)
datasets. These have recently become availabletfrerproject team. The ARC project has
developed an accurate SST data set using the (ARAMStruments which is aimed for use in
climate change analyses. Further information alkbet ARC project can be found in
Merchant, et. al. (2008). The ARC data is from AstglO91 to December 2009 using ATSR-
1 on ERS-1, ATSR-2 on ERS-2 and AATSR on EVISATeTdataset includes a two and
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three channel retrieved skin SST and the correstieeded to produce the sub-skin (a depth
of about 1mm) temperature and temperature at depith.2m, 1m and 1.5m. The 1m
measurement is taken here to typically represeatdipth at which the buoys measure.
Several other fields for each grid point are ineldduch as the total column water vapour,
solar flux and wind speed from the ERA-Interim ralgsis. Finally the uncertainty of the
SST retrieval which is a combination of the theisedtperformance of the SST retrieval,
number of pixels present and the variability inleaell is also included and it was felt
important to try and validate this.

In order to verify the random and systematic erajrthe ARC data, a comparison was made
using drifting buoys. Two sources of buoy data wesed for the collocation process and only
drifting buoys were selected. From 1991-1996, thterhational Comprehensive Ocean-
Atmosphere Data Set (ICOADS) version 2.5 was uSé¢dodruff et al. 2011). The ICOADS
contains data acquired over a time scale of cezgwand includes drifting and moored buoys,
ship and platform observations. The locations afybobservations in the ICOADS files used
here were only recorded to an accuracy of 0.1°mFt897 drifting buoy data from the Global
Telecommunications System (GTS) were used. Morerghtons can be found in the GTS
files in comparison to the ICOADS files and locasoof measurements are given to three
decimal places.

SSTs from the buoys and ARC were compared usingjlacation technique where a buoy
observation is matched to a satellite observatfogertain criteria are met. During the
analysis, biases were investigated and their vanias a function of variables such as wind
speed and insolation. In addition a three way eara@lysis was carried out which, with the
inclusion of a third SST data source from a micresvaadiometer, AMSR-E, allows the
estimation of the standard deviation of the error the ARC, buoy and AMSR-E
measurements. AMSR-E version 5 data were obtamethily averaged files and fields at a
resolution of 0.25° were used. The AMSR-E SSTsespond to an ocean depth of a few
millimetres.

The quality of the ARC data was investigated inuanher of ways. Global and regional

statistics and zonal trend and seasonal variattmmeerning the ARC — buoy bias were
studied. Histograms were constructed to gain aebethderstanding of the spread of the
biases and comparisons between match-ups from ifferedt satellites were made. In

addition, investigations were carried out to lodkitee biases as a function of wind-speed,
insolation, total column water vapour, the time fatiénce between the collocated
measurements and various other fields.

In order to account for the spatial variation witensidering the global statistics, biases were
collected into 1° x 1° cells and measurements widach box were averaged. This helped to
ensure that cells towards the high latitudes comgifewer match-ups were not overwhelmed
by the higher densities in lower latitudes. Usingjraple cosine, area weights were calculated
for each cell which were related to the area oflite on the surface of the Earth. This gives
each cell an equal contribution to the overall meauthat grid boxes with larger areas on the
globes do not skew the mean. Before collectingdtita onto the 1° grid, a mean and standard
deviation were calculated from the differences. Sehanatch-ups exceeding +3 times the
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standard deviation from the mean were rejected sunctessful collocations were then
averaged in the 1° grid boxes. Error bars on tlmsplepresent the 95% confidence limits
calculated from the standard error. Values werertdkom Student’s t-distribution (Lyoret

al. 2005) to multiply the standard error to the regdiconfidence level.

The method of the three-way error analysis endblescalculation of the standard deviation
of random error on each observation type. Workiedrout by O’Carrollet. al (2008), using
AATSR three channel night-time retrievals from 2G88d similarly comparing with AMSR-
E and drifting and moored buoy SSTs) found thatetrer variance can be calculated by the
following equation:

6> = 0.5* (Vhy + Vox— ) 10

wheree,? is the variance of the random error in observatigre x andV,y is the variance
between two observation typesandy. The derivation and discussion of this result ban
found in O’Carrollet. al (2008) The standard deviation of the differences betweach
combination of two data sources was calculated subtituted in equation (1). Note the
method relies on using scales for which the comnaga of the errors of representativeness
(errors concerning the “difference between the @aliithe variable on the space/time scale on
which it is actually measured and its value on space/time scale on which we wish to
analyse it”) are negligible compared to the statagror covariances. This assumption allows
simplification to the equation above.

Global Statistics

The number of drifting buoy observations per dayreases quite dramatically throughout the
ARC period leading to a corresponding big risehia humber of collocations. As a result
statistics derived from data in the ATSR-1 peribdfére 1996) should be treated with more
caution as the confidence intervals for the staisire comparatively large.

Figure 1 shows the mean bias for each monthly &ude band of data. The two channel
night retrieval is used, to show more collocatitmsn the ATSR-1 period, however it is quite
representative of the values and patterns obsenveitie other retrieval types. The full
Bayesian cloud mask has been used for the ATSRIAATSR data. The transition between
the ATSR-2 and AATSR periods during 2002 appeargetceamless. There is a noticeable
difference in the stability to more extreme valuethe earlier, ATSR-1 years.
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Hovmoller plot showing zonal averages for 1995—2009 (2¢h night, AT1 min Baoyes)
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Figure 1. Hovmoller diagram showing the correspagdaverage bias. Two channel night-time
retrievals were used and the full Bayesian cloudknaas used for all ATSR-2 and AATSR data.

A summary of the mean global biases and standardtdens for the different instrument
periods is presented in Table 2. All the overalaméiases for the different instruments are
found to have a magnitude of less than 0.1K althabgre is an element, particularly in the
earlier years, of having a balance between warmcafdibiases rather than collocations with
a consistently small bias. The two channel nighietiretrievals produce the lowest overall
bias compared to the drifting buoys followed by theese channel retrieval. However, the
three channel retrieval consistently gives the kivegandard deviation over the complete time
series.

The reduction in standard deviation of the biasiseehe later years is partly correlated with
the dramatic increase in the number of match-upgiwlalso leads to narrower 95%
confidence limits. The use of the full Bayesianuclanask appears to produce slightly lower
standard deviations. This supports the concept ttmatfull cloud mask should be more
effective in cloud detection and therefore redutles number of cloud contaminated
observations.

Channel ATSR-1 ATSR-2 AATSR Whole time series
selection bm = Bayes min mask 2ch: 1991-2009
bf = Bayes full mask 3ch: 1995-2009
Mean (K) | Std.dev (K)) Mean Std.dev| Mean | Std.dev| Mean Std. dev
(K) (K) (K) (K) (K) (K)
3 ch night - - 0.043 0.266 0.059 0.143 0.054 0.151
only
2 ch night -0.085 0.478 0.040 0.296 0.053 0.159 0.044 0.182
only (bm) (bm)
2ch 0.008 (bm)| 0.470 (bm) | 0.066 0.321 0.072 0.158 0.064 0.184

day only 0.008 (bf) | 0.471 (bf)

Table 2. Summary of mean global biases and stahdeviations using 1° grid boxes for the different
instrument periods and the complete time series
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It is worth noting that throughout the analysighaligh the bulk SST was used, statistics
calculated using the ARC SSTs from 0.2m and 1.5mewet significantly different — the
night-time retrievals using two or three channéisvged very little change while the statistics
for the daytime retrieval at 0.2m displayed thgémt difference as would be expected due to
diurnal thermoclines.

Regional statistics

There are varying trends in the biases in the iffe ocean regions. The statistics of the
different regions were investigated and the anmugdns are presented in Figure 2. This plot
shows the results from the two channel night-timteieval in order to include results from
ATSR-1 but the three channel retrieval behavesialmost identical way in the later years.

Generally, the spread in the mean biases and #melatd deviations (not shown) from the

different regions decrease in more recent years.tidmsition from the ATSR-1 instrument is

guite noticeable with a much larger divergencehefreans from the different regions before
1996. Throughout most of the time period, the Ndktlantic and Southern Ocean regions
tend to have lower mean biases — further evidemaeSSTs around the higher latitudes often
show cooler biases.

Year means of ARC bulk — busy SST bias for different ocean regions
(2ch night, AT1 min Bayes)

o T T T
Tropical Atlantic
Morth Atlantic
Southern Ocean
Indian Ocean
West Pacific

:, East Pacific ]
TN |
\lﬁ\\h‘iﬂ—_ o J';_d"-——_'_ ’/E __

o
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Figure 2. Plot comparing the year mean biasesiféérnt ocean regions. Two channel night-time
ARC SSTs were used.

Correlations between SST bias and the estimatedentainty and other meteorological parameters
The biases seen in the ARC SST product were irgagstl to see what, if any, relationships
there were with other meteorological parametere Tasults presented here only include
ATSR-2 and AATSR data but in each case the treridenPATSR-1 data was the same or the
confidence intervals were too large to discern dependence. In addition the estimated
uncertainty available with each measurement wasassessed.
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For the bias as a function of wind speed, theeesbght trend for lower biases at higher wind
speeds which is more defined for the daytime dEt@rmoclines should have been removed
in the pre-processing but this result could be @ased with their occurrence at low wind
speeds. The wind data used were taken from the BEAM reanalysis rather than
measurements taken by the drifting buoys. Tihe situ observations provided few
measurements and an uneven spread of wind speekimgmia difficult to make any
conclusions.

Virtually no trend is observed for the dependenté¢he two channel daytime retrieval on
insolation (provided by the ERA-Interim reanalysa#though a small decrease in bias can be
seen for lower solar fluxes. The collocations iesth low flux regions are mostly found in the
higher latitudes. A stricter threshold to screerteptial thermoclines of 0.05K gave no
discernable difference in the results.

A small increase in bias in the two channel daytmetéeval is observed for increasing total
column water vapour (TCWV). Dependences are naggmtein the night-time two or three
channel retrievals although for both day and nightyery high TCWV the value of the
average bias is very unstable. The higher valug&Cd¥/V occur mainly in the tropics where
the increased cloud cover can make retrievals mloadlenging. The larger amount of water
vapour absorption may cause difficulty in calculgtian accurate estimate of radiation from
the sea surface. However, no relationship was foantivo or three channels retrievals
between the bias and the number of cloudy pixetbénfield of view within each ARC grid
cell. The dependence of the bias on the time diffee between the buoy and satellite
measurement was also investigated. There is nalbwend in the bias as the time difference
was increased.

The relationship between the bias and the estimatedrtainty (random error) of the ARC
SST retrieval was analysed. The uncertainty wasnattd from a combination of the
theoretical performance of the physical retrievthle number of pixels present and the
variability in each cell. The two channel night-einfFigure 3a) and daytime biases remain
quite stable up to an uncertainty value of arourGK0and then start to fluctuate for larger
values. This suggests the bias in global SST wallumaffected at least up to estimated
uncertainties of 0.7K. However, in the case of tikee channel retrieval (Figure 3b) the
average bias only remains stable up to uncertaimiearound 0.35K before decreasing for
values up to around 0.6K and fluctuating beyond. thhis suggests more work is needed in
estimating the uncertainties of 3-channel retrigv@he locations of the match-ups with high
uncertainty values are evenly distributed over giebe and in virtually all cases of
uncertainties greater than around 0.32K the cefievadjacent to cloud edges. Removing the
ARC SSTs with large uncertainty in the retrievalymmprove the accuracy. The large
majority of observations have retrieval uncertastiess than 0.4K so there is little impact on
the overall statistics. This analysis of the uraiettes provided is a good model for the CCI
datasets where it is a clear requirement that tamioges are provided with all CDRs
generated in the CCI.
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ARC bulk — buoy 55T bias dependence on_ ARC bulk — buoy SST bias dependence on
uncertainty of ARC 3ST retrieval (Zeh night]  uncertainty of ARC SST retrieval (3ch)
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Figure 3(a) Relationship betweencertainty of ARC SST retrieval and the two chhnight-time
retrieval, (b) Relationship between uncertaintyARC SST retrieval and the three channel retrieval.
Crosses mark the mean for that bin and the erras Ishow the 95% confidence interval for the mean
of that bin. The overall mean of the biases usdbtearbins is also marked as a horizontal line. No

ATSR-1 data were included in these plots

Three way error analysis

An estimation of the measurement errors using ag-eomparison as described earlier is a
powerful way to estimate the overall mean errorsafparticular observation type. The years
2003 to 2009 were chosen for this analysis of tteepvation errors of the ARC SSTs in order
to assess whether there are any trends in the asthrttviation of error for any of the
instruments. The 2003 results allow comparison wftbhse obtained in O’Carrokt. al
(2008).

Table 3 shows the standard deviation of errorsutatied for the different instruments. The
same error is found for the ARC data in 2003 as fwasd for the AATSR data in the study
of O’Carroll et. al (2008). Similar errors are also found for the AMERSST in both studies
while the error for the buoy SST in this reporslightly lower in comparison. The three-way
error analysis was also carried out for all AATS&ars except 2002 using the same criteria.
The standard deviations of errors are shown in&8blThe observation errors for the ARC
SSTs are consistent over the seven years and dwmwetany obvious trend. However, for the
AMSR-E SSTs there seems to be a slight rise inr @sahe years progress which could be
due to the instrument degrading with age. The B®Y errors fall slightly in the early years
then become more stable. This is an example wharesa to the level 1 AMSR-E data is
important to understand the changes in instrumehawour. The Data Buoy Cooperation
Panel (DBCP) had a campaign to put out over 12B0ngdy buoys to improve the network and
this work was completed in 2005. The gradual inticaibn of these new buoys may be the
cause of the decreasing error.
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Instrument Standard deviation of error for eachr y&&

2003 | 2004 2005 2006 2007 2008 2009

ARC bulk SST| 0.137 0.129 0.139 0.137 0.138 0.136.39

AMSR-E SST| 0.468 0.462 0.462 0.466 0.482 0.489 ®(50

Buoy SST 0.189 0.174 0.185 0.152 0.149 0.149 0]153

Table 3. Standard deviation of error for 2003 — 260r the ARC bulk, AMSR-E
and buoy SSTs determined using the 3-way matchups.

4.1.2 Assessment of pre-final HadISST2

What is HadISST2 and why is it interesting for ihirnational reanalysis community?

The HadISST?2 dataset analysed here is a pre-faralon that is not in the public domain but
was shared with some climate centres for testirgd) @raluation. To distinguish the draft
dataset evaluated here from the final publishediorra p-" is appended to the name
denoting 'pre-final’. The dataset is currently (RRO12) under preparation by the Met Office
Hadley Centre and when finished and released wilhib update of HadISST1 (Rayner et al.,
2003). Thep-HadISST2dataset is globally complete at 0.25 degree speg&dlution. The
geophysical parameters (essential climate varigiégmorted inp-HadlSST2 are Sea Surface
Temperature and Sea Ice Concentration for the ¢899 to 2010, i.e. more than 100 years,
at daily temporal resolution.

The SST data sources include both in situ obsemst(version 2.5 ICOADS data) and
satellite retrievals (from NASA’s AVHRR Pathfindeersion 5 data and from ESA’s ATSR-2
and AATSR products but not the ARC data describeset 4.1.1). The bias adjustments for
the in situ data account for changes in the measame method and those for the AVHRR
data account for aerosol contamination and diwinélby comparison with coincident ATSR
and in situ observations and measurements of despsoal depth. The HadISST2 algorithm
involves large-scale interpolation of SST data gsimpirical Orthogonal Functions,
blending of smaller—scale spatial variability, thnéerpolation from monthly to daily fields,
and adjustments to account for sea-ice.

When released, the final HadISST2 product will bailable at ECMWF within the frame of
the ERA-CLIM project, and will consist of an ensdenlof 10 realizations delivered in
NetCDF format. The ensemble members represent ligglikely” realizations of the sea
surface temperature and sea ice. There is no ‘@dbmirember that is recognized by the data
providers as being the “best estimate”, and this ifeature that is in contrast to other
approaches to ensemble datasets.
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The attempt to represent uncertainty via an ensewfbéqually plausible realizations of SST
evolution is a novel feature of the HadlSST2 ddtas€éhe CMUG work reported here
explores the usefulness of this approach, and camgaits other R&D in this area.

Description Period Resolution Comments
AMIP ensemble 1900-2011 T159L91 Reference for data assimilation
(~128 km grid) activities (reanalysis production).
10 members L91: The topmost layer of the 91 level
model is around 0.01hPa.
Reanalysis based on As above T159L91 Using surface observations only.
Ensemble of Data 10 members
Assimilations
Early Decades reanalys|s2 early decades | T511L91 Using all available observations,
(pre-satellite era) | (~40 km grid) surface and upper air.
of the 28" century One realisation of SST/Sea Ice
evolution required as lower boundary,
condition.
ERA-Interim 1979-present T511L91 Upgraded assimilation system. Using
replacement reanalysis | (i.e. satellite era) reprocessed observations where
suitable.
One realisation of SST/Sea Ice
evolution required as lower boundary,
condition.

Table 4. ERA-CLIM activities which seek to makeaid¢ad|SST2.

The preliminary version of the ensemble currentigilable at ECMWEF is being assessed for
suitability for use in ERA-CLIM reanalysis (modelyj and data assimilation) activities. The
primary application of HadISST2 within these adtes is as a lower boundary condition for
the atmospheric model. The ERA-CLIM reanalysis\atotis use the atmospheric model in a
number of different contexts (see Table 4 for asstib Note the prominence of century-long
ensembles (the AMIP ensemble and the Ensemble @& Bssimilations using surface-only

observations) and the attention given to both thesatellite and satellite eras (the Early
Decades reanalysis and the ERA-Interim replacement)

The international reanalysis community has a ti@adibf sharing experience and knowledge
about datasets. The ECMWF experience with HadlS&m& future CCI datasets will
inform/influence the decisions on whether to accepth datasets in other reanalyses
(including those to be undertaken in the framerojgets such as MACC-II).

How is ECMWEF assessing theHadlSST2 and future CCI products? Why develop a
database environment?

As explained above, there is a need to assess Hadl%r suitability for use as a lower
boundary condition for the ECMWF atmospheric maddERA-CLIM reanalysis (modelling
and data assimilation) activities, and assessie@4HadISST2 is a valuable step towards that
goal. Part of this assessment comprises a setuafitq) Assurance procedures addressing
specific questions summarized in Table 5 and desdrbelow. It should be noted that Quality
Assurance is necessarily influenced by the nattiteeoproduct and the intended application.
We have formulated the questions in a way that Ishmake them relevant to many ECV
products arising from the CCI in future, and ddssdi the methods of assessment in a way
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that should be generically applicable, but the iletmay vary from one ECV dataset to
another. Furthermore, the assessment procedurekedvhere on the-HadISST2 are not
intended to be exhaustive but rather a valuabldriboion to a wider Quality Assessment
that will include complementary evaluation critedieveloped in parallel.

Quality Assurance
guestion

Assessment method

Assessment findings

Outcome/recommendations

Does the dataset
contain unphysical
values?

Examine range of
diagnostics to detect
unphysical values

Realization 19 has
unphysical values, SST
exceeding 1500K.
Detectable in
diagnostics such as
Maximum Value or
Maximum of Ensemble
Mean/Spread (Figure
10).

Correction required, to be
discussed with data providers.

Is there consistency
with existing
reanalysis products?

Compare dataset with a
range of diagnostics from
existing reanalyses, from
decadal to monthly
timescales, to identify
potential anomalies or
inconsistencies

Relative to existing
reanalyses)-HadISST2
(realization 103) shows
a sharp drop in Tropical
SST around ¢ half of
1991 (Figure 6).

Further investigation of the root
cause required: could be a
physical feature not previously
captured in reanalyses, or an
artefact inp-HadISST2 due to
sudden presence of stratospher
aerosol from Mt Pinatubo
eruption.

Are the provided
uncertainty estimate
(if any) consistent
with current
understanding?

Examine uncertainty

5 diagnostics (ensemble
spread for HadISST2,
which must first be
computed/derived from the
provided product)

Sub-monthly variations
in ensemble spread are
apparent, and challenge
current understanding
(Figure 8/9).

Further investigation of the root
cause required: in particular how
the ensemble-spread
representation of uncertainty is
affected by time-interpolating
monthly SST fields to daily

¢)

resolution.

Table 5. Assessment of p-HadISST2 dataset

To lay the foundations for assessing CCI datasefistuire, ECMWF has started to develop a
database environment and give an initial demonsiratf its usefulness by assessing
p-HadISST2. Table 6 gives the main objectives ofasessment environment and explains

why a database system is the natural choice fampégementation.

The database schema ultimately envisaged for tbik i8 shown in Figure 4. A step-wise
incremental implementation is underway, startinthvai reduced prototype version for the
assessment @-HadISST2. The different datasets held in the pyp@tatabase are identified
by the Product stream table. A separate geophysaraimeter table enables one
dataset/product to be associated with multiple EG\s the time dimension, a date-time
table has been implemented in such a way thapissible to store time series at various
temporal resolutions ranging from hourly througldézadal. It also permits the holding of
climatologies on different timescales (annual cyckeasonal means, multi-year averages
etc.). Each time series is associated with a gebgral region defined in the region table.

Subject to technical constraints of the overalablase size, the region could in principle be as
small as a single model grid point or satelliteghix the current implementation the ingested
dataset time series are defined on standard regamiggng from continental-scale land masses
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to ocean basins to zonally-averaged climate zohegpics, Mid-latitudes, etc.). One essential
element upstream of (or as part of) the input sidbe database system is the set of tools for
computing regional diagnostics from (gridded) EQdducts.

Objective

Relevance of database system

Comments

Provide a unifying and easily
extensible environment for
assessment of multiple datasets
including future CCI datasets

1) A well-designed database
enables holding diagnostics from
multiple datasets and is easily
extensible.

2) Assessment methods previousl|
developed in an ad-hoc manner c
be unified within a common
environment.

1) Effectiveness demonstrated by
the prototype database
designed/implemented for
assessing-HadlSST2: the
ydatabase holds diagnostics from
amultiple datasets and is easily
extensible.
2) Implementation makes use of
common tools for comparing man
different quantities,

Facilitate comparison against
reanalysis diagnostics on climate-
relevant timescales (e.g. ranging
from daily/monthly to decadal)

Two essential components:

1) a database that holds diagnost
from reanalyses as well as from
observational datasets, ranging
from daily/monthly to decadal
timescales,

2) tools to enable the comparison
(starting with visualization and
subsequently quantitative metrics

1) Prototype database already
cdeveloped during this work.

2) Visualization tools have proved

effective for assessment purposes

paving the way for quantitative

metrics (Figs 5-9).

Provide user-interactivity through
flexible interface

aAn interactive database interface
gives the user flexibility to decide
what to retrieve/plot/evaluate.

1) Web-based interface
implemented for prototype
database. For examples of the pu
down menus, see Figure 5. Meny
selections have been cropped frof
Figures 6-9.

2) Capability to perform batch
processing is also desirable - has
been implemented via Python

scripts.

Table 6. Advantages of a climate data record moinigpsystem.

Details of the Quality Assessment pfHadISST2

3

In Table 5 above we stated the specific questionbet addressed by Quality Assurance
procedures, and summarized the main findings. Werperovide the details that support those
findings. The assessment addresses both the detiatedcale and the monthly/annual
timescale. In the plots where a single ensemble meens shown together with equivalent
reanalysis quantities, the member shown is reaisdi03 which has been chosen (at random)
for control simulations in ERA-Clim.

Figure 5 shows thp-HadISST2 time series (member 103) over its fullgeral extent, 1899
to 2009/10, with the daily values averaged to migntieans and averaged over the Tropical
Oceans (20S to 20N excluding land). Over plottesl &rreanalyses (ERA-40 and ERA-
Interim from ECMWF, JRA-25 from JMA). Overall thgr@ement is good. The period from
1960 to 2000 shows thatHadISST2 is repeatedly colder at its annual minimbgna few
tenths of a Kelvin. Alsq-HadISST2 exhibits a warming trend over the pasturgnby
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around 0.5K, but confidence in any derived trertthege needs to take into account a wider
appreciation of the uncertainties in the dataskis 1§ beyond the scope of the current work
on precursors.

17 of 62



Document Ref.: D3.1_A
CMUG Deliverable
Number: D3.1_A
Due date: March 2012
Submission date: 30 August 2012
Version: 1.2

isdefined _yyyy
ey
ub_yyyy
lengrame_yyyy
shartname_ywyy

i

i [arows | 1=

- I pdnngname
isdetined_mm pssheriname

l2_mm paversion

ub_rrim Mﬂﬁﬁhmﬂ _x\
lorgnama_mrm [Drows] 1=

shotname_mm

rmimid
[0 rows | 1:\

gplangnama

gpshetname
gpunit
isdsfined_dd Eophysicalparameter
Ib_cd | © rows | 15
ub_dd
longname dd
;';;”"ame-dd 3 i . ! ::?nu;hniinm id
e mmid productsiream
[orows | 1> Tooddid geophys icalpararmstend d!manumnzld
T e — climansiondid
i daletimenama fashdi_mnumber_dmm ime dumcnsl.nn‘ﬂd
[ daetmed | odasimed il L
lb_heur wd |a mws| 1= |sast_vertical L
ub_hour fastdimnurmber_verties| AT
lengrarme_hour verticalic
shorinama_haur i<fasi region
hhid ) fasldimnurmber_region blocki
|0 OWE | S [ reglond dbentryd
isdefined_vertical Jangnama_biock datum
Ib_vertical Shotname_block <2 [0rows]|
) uk_vertical Blockid
T _/,04 verticalcoordinateid <5 | U rows | S
P longnama vertical bl
[0 rows | 1> shortname_vertical ; dimansianiid
uag'ﬂneﬂd astarnp_dhanlry i cbentryid
7 it description_coaniry dlaturm
iedefined el dbentryid <2 [0 rows]
Tb_lat |0 rws | 5a
ub_lat
largname_lat blackid
shartname._lat dimensiontid
latiel : dimanzionzid
|0 mws| 1> cbentryic
dlatum
<2 [0 mows]
iextefined fon \Wlmid
b_len lonid
ub_lan Ismict blockid
langnamz_lon regionlangname dimansion? id
shartnamea_lan regianshoriname dimansiongid
lomid regionarea dimensiondid
lorows[ 1> regian dhentryid
<3 |O ToWs | 12 clatum
. <2 [0 mows]|
isciefined_lsm
lb_lsm
ub_lsm
lengrame_lsn
shorlnarme_|sm
ermid =z
[ormws] 1>

Figure 4. Database schema for climate data recoaitoring
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Figure 5. p-HadISST2 time series for tropical oceampared with recent reanalyses. The web-based
interface to the climate monitoring database imm@ata menus to select Geophysical parameter and
region etc., which are shown at the top of thisurggbut omitted from subsequent one.

Figure 6 again shows-HadlSST2 (member 103) and the 3 reanalyses, butshowing the
anomalies of each with respect to its own annualatblogy (defined for the period 1979 to
2010), again computed for the monthly mean timeseaver the Tropical Oceans. Relative to
the 3 reanalyseq-HadlSST2 has a stronger El Nino in 1998, and soawec periods in
1986, 1988 and 1991. Overall the anomaly differenaee smaller than the interannual
variations due to El Nino/La Nina. TheeHadISST2 cooler period in 1991 coincides with an
increase in stratospheric aerosol from the eruptioMount Pinatubo, and ECMWF's own
experience with reanalysis during this period sgtg#hat it warrants further investigation. In
principle, increased aerosol could lead to a cgotihthe oceans, however the sharpness of
the cooling inp-HadISST2 and its subsequent recovery are relatnagiyl and could indicate

a deficiency in the aerosol corrections of the S&iEllite retrievals in this period. At the very
least, this period provides an opportunity for 3T to demonstrate cross-ECV consistency
with aerosol products and sub-surface ocean data.
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Figure 6. Time series of SST anomalies for p-HatkS8d several reanalyses
for latitudes from 20S to 20N.

Figure 7 shows the annual cyclemHadlISST2 over the Tropical Oceans, averaged over 3
distinct periods: 1899 to 1920 (orange, “early-oeyi), 1939 to 1960 (green, “mid-century”),
and 1979 to 2010 (purple, “later-century”). The ihontal axis is the month of the year
(1=January, etc). A systematic increase in SSPpaeent in moving from one period to the
next (corroborating the description of Figure 5\adut the amplitude of the annual cycle is
broadly similar. For all 3 periods, the maximumtb& annual cycle occurs in April. The
minimum of the annual cycle occurs in Septembetttierearly period but in August for the
later period. This could reflect some climatic op@nor alternatively some uncertainty in the
dataset (e.g. the generally greater uncertaingartier periods).

—_—— Bl HadiSST2 103 205-200
HadISST2_103 on

/ Bl HadiSST2_103 205-200
300.5

Figure 7. Annual cycle in p-HadISST2 SST for 203td for 1899-1920 (orange line), 1939-1960
(green line) and 1979-2010 (purple line)

Figure 8 shows the spread (standard deviationh@flD membep-HadISST2 ensemble for
the period 2000-2009. The spread (measure of wmetr) is computed at each grid point,
and then spatially averaged over the Tropical Oseldote the elevated values for April 2001
and February 2005, which are comparable to theadpwalues before 1985 (not shown).
Thus, they almost certainly correspond to a reducii the satellite data used as inpupto
HadISST2. The purple dots show the spread on tleofl@ach month, which is close to the
nominal date of the monthly-HadISST?2 analysis. The green dots show the spneadeof'

of each month, and are systematically lower thartife nominal analysis date. This feature
seems to be the consequence of the proceduredduging dailyp-HadISST?2 fields from the
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monthly analyses: one step of this procedure imeal time interpolation which can only

reduce the spread. A different result can be expetithe analysis procedure were shifted by
half a month, i.e. monthly analysis output for flist of each month and linear interpolation

to the 16. This raises some questions of consistency betweenuse of spread as a

representation of uncertainty and its compatibilith linear time interpolation.
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Figure 8. Ensemble spread for p-HadISST2 SST f@B2ZDN from 2000 to 2009. Purple pdints are
spread on 18 of month and green dots are the spread on thedfrhe month.

Figure 9 is similar to Figure 8 in that it shows thpread (standard deviation) of the 10
membemp-HadISST2 ensemble, but now for the single year 20@raveraged over the Baltic
Sea. The reduction in spread on tfeof each month is again apparent, especially iridée
free months (July to November). A further featwsesvident in other months, namely sharp
jumps in spread on thé'1This does not occur in ice-free regions sucthasTropical Oceans
(figures not shown), and can thus be attributetthéoway thep-HadISST2 SST product takes
account of sea-ice changes on a monthly ratherdhdy basis. It should be noted that the 10
ensemble members currently have identical seaidtdsfso that uncertainty in the sea-ice
distribution is not transferred to spread in thel S&$hisemble. This may change in future
versions op-HadISST2.

0.45

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nowv Dec

Figure 9. Ensemble spread piHadISST2 SST for the Baltic Sea in 2007.

Figure 10 is a map gp-HadISST2 ensemble spread (standard deviation) 38rQctober
2010. Careful inspection reveals that a single gauht in the eastern Atlantic is anomalous —
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the maximum spread exceeds 382K. The anomalougpgiid is also visible in maps of the
ensemble mean which has a maximum value exceedfi 4figure not shown). These
anomalies are traceable to an anomaly in Ensemblab@r 19, where the maximum value
for SST exceeds 1573K and is clearly unphysicateNloat single-grid point anomalies such
as these do not show up in the regional averagesntly contained in the prototype Climate
Monitoring Database and were in fact detected bypgiementary assessment work conducted
by Hans Hersbach (ECMWEF) in the frame of ERA-CLINIbnetheless, this highlights the
need for further Quality Assurance checks on tha geoducts, in this case on the minimum
and maximum values, and for automatic alerts wresasonable thresholds are exceeded.
Arguably, many such checks can and should be panedQuality Assurance implemented by
data providers before release of the products.réitige it is difficult for data providers to
guarantee that their checks will be sufficientlyngehensive, which means that the Quality
Assurance must also be implemented by product users

Complementary assessment results-bladISST2

As was mentioned above, the database environmedttosassegs-HadISST2 is intended to
be complemented by other assessment activitiese ®drthese are conducted in the frame of
the ERA-CLIM project itself, resulting in additionfndings:

One encouraging development is that a number @sland smaller seas are now resolved:
specifically, the US Great Lakes; the Baltic; thesfiian Sea; and the Black Sea, including its
northern extension, the Sea of Azov.

By visual inspection of maps, an anomaly was idieatiin an initial test product, consisting
of an evolving patch of ocean close to Antarctideee SST was incorrectly set to missing
values during the period February to June 1956loWwolg early feedback to the data
providers, the anomaly was fixed in subsequenveeés.

Sea surface temperature (139), 15 October 2010, stdv, HadiSST2_monthly
Glob 0.17, NHem 0.22, Trop 0.15, SHem 0.15, Min 0, Max 382.31

g =/

Figure 10. Map of ensemble spreadpiadISST2 SST for 8¢t 2010.
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Such findings remind us that Quality Assurance bEn&om a multiplicity of approaches,
including visual inspection of maps.

Outlook for future CCI products for SST and oth€\B

This work with thep-HadISST2 “precursor” has demonstrated differenesypf anomalies
that can/do arise in ECV datasets. It provides gwodunity for the CCI_SST team (and the
other ECV teams) to benefit from this experiencg, ilmplementing their own Quality
Assurance procedures to minimize the amount/sgvefrihe anomalies that are present in the
products they deliver to users.

One anticipated application for CCI_SST productthet they will be accepted as input for
future versions of HadISST. In this context, thexea significant opportunity for CClI_SST
products to demonstrate that they reduce unceytamtfuture HadISST products, as
represented by ensemble spread (see above) owaber

The assessment above noted the uncertainty regattténroot cause of the sharp dropin
HadlSST2 SST in the period following the 1991 Mhd&ubo volcanic eruption. This is
another opportunity for sufficiently good CCI_SSTogucts to reduce uncertainty (in its
gualitative sense) and thus benefit the climateetiod community. It is also an opportunity
to demonstrate cross-ECV consistency with aeraswmlyrts and sub-surface ocean data.

Lessons learned for the guality assurance and ai@tuprocess, future development of the
database (schema and tools).

The database environment has proven to be a uggiubach/methodology for conducting the
Quality Assurance procedures. It provides a ungyamd easily extensible environment for a
range of assessment methods that, in the past, tygically implemented on a dataset-by-
dataset and project-by-project basis.

The precursor assessment confirms our view thad#tabase environment is an essential
component of ECMWF’s assessment of future CCl @#tasThe Quality Assurance that it
provides, and its ability to facilitate confrontatfintercomparison with other reprocessed
datasets, will be an important filter before acoeptiatasets for use in reanalysis and climate
modelling applications. To realize its full poteditCMUG recommends further development
of the database system ranging from:

» evolution of database schema,

» ingestion of additional datasets and/or a useragptmpability,

» development of further database tools for visutibreand time series analysis,
including homogeneity-testing
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It is of course desirable to implement Quality Assice as close as possible to the source of
the data, and ideally as part of the productioncggs. CMUG recommends that further
discussions take place to ensure that this is adelyuaddressed by all ECV teams.

4.2 Ocean Colour

We have assessed the impact of assimilating the GB®AColour chlorophyll data, derived
from ocean colour, into FOAM-HadOCC, a physicalgaochemical coupled model run pre-
operationally at the UK Met Office.

The FOAM (Forecasting Ocean Assimilation Model)tegs is based on the NEMO physical
model (for full details the reader is referred ttorkey et al., 2010). FOAM routinely
assimilates remotely sensed (surface only) amdsitu (surface and vertical profiles)
observations of temperature, salinity, sea surfaght and sea ice concentration. The data
assimilation scheme is of optimal interpolation)(®fe, and is described in detail in Martin
et al. (2007).

The biogeochemical component of the coupled moslehe Hadley Centre Ocean Carbon
Cycle Model (HadOCC; Palmer and Totterdell, 2001)is a relatively simple nutrient,
phytoplankton, zooplankton and detritus (NPZD) mpdehich also includes dissolved
inorganic carbon (DIC) and alkalinity. Recent umtgs to this model include the use of a
variable carbon to chlorophyll ratio based on Geetal. (1997).

The coupled model assimilates chlorophyll derivexirf the level three merged ocean colour
data provided by GlobColour. The chlorophyll obsgions used are global, daily averaged
fields (with associated error estimates and confiddlags) and they are assimilated using the
nitrogen balancing scheme described in Hemmatgd. (2008), which directly updates all
(observed and unobserved) biogeochemical modead staiables. The observation operator
performs a comparison between observations and Invadiges at the observation time by
using the FGAT (First-Guess at the Appropriate Titeehnique, and this information is very
useful for verifying the biological model, in addit to being used in the assimilation. For the
merged level three GlobColour products, where moetiinformation is supplied, the
chlorophyll observations are taken to be validza0@ UTC.

In order to assess the impact of the biologicalnakstion, we have performed two short
hindcasts (from January to December 2008), aftemspy the model up for one year (from
January to December 2007). The first hindcast & dbntrol run (hereafter referred to as
“Control”) and did not assimilate any chlorophykitd. The second hindcast assimilated the
derived chlorophyll data from GlobColour (hereafiefierred to as “Assim”).
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Figure 11. Mean surface chlorophyll (mg*yfor 2008.

Maps of annual average surface chlorophyll for @dntAssim and the GlobColour
observations are shown in Fig. 11. In this simpdeial comparison it can be clearly seen that
Control is very different from the observations, emBs Assim matches them much more
closely, in terms of both spatial pattern and miagi@s. In this sense, the assimilation can be
considered a success. Control has too much chlgitagdross most of the ocean, but too little
chlorophyll in the Brazil-Malvinas confluence otig Patagonian coast, as well as north of
about 50°N. This is accentuated in Fig. 11 becausst of the observations at high northern
latitudes are taken during the northern hemisplseramer. An in-depth discussion of the
reasons for these biases is outside the scope lngréhe overestimation of chlorophyll in
most regions is linked to excess nutrient concéotra at the surface. The chlorophyll
assimilation is able to counteract this bias sonawpropagating the increments such that
model chlorophyll concentrations are either inceglasr decreased in a realistic manner.
Assim is not a perfect match for the observatidgrsyever chlorophyll patterns in regions
such as the Brazil-Malvinas confluence, which avé neproduced by Control, are captured
well by Assim.

Figure 12 shows time series of daily mean globas lsind Root Mean Squared Error (RMSE)
for Control and Assim. Included for comparison #re equivalent mean absolute and root
mean squared errors of the observations themsedasjlated from the values given in the
GlobColour products. It is clear that both modelginave too much chlorophyll compared to
the observations. However, both the bias and RM&Enauch lower for Assim than for

Control, which indicates that the assimilation a&ving a positive impact on the modelled
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chlorophyll concentrations, as intended. The médabaj bias for 2008 is 0.398 lggmg m®)
for Control and 0.119 lag{mg ni°) for Assim. The mean global RMSE is 0.586.l$mg m

% for Control and 0.314 lagimg ni°) for Assim. The correlation is also improved, from
0.261 for Control to 0.619 for Assim. This improvem is immediate, with the error
considerably reduced after only a single day ofnastion. The error for Assim remains
lower, and fairly constant, throughout the yeaggasting that Assim is performing well at
capturing the seasonal cycle.

1.0 T T T T

- —— Control (RMS error vs.

L e Control (Mean error vs. observations)
| —— Assim (RMS error vs. observations)

osk " Assim (Mean error vs. observations)

T
observations)

—— Observations (RMS error)
-------- Observations (Mean absolute error)

log10(chlorophyll) error (log10(mg/m3))

0.0 1 1 1 1 1 1 1 1 1 1 1

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan
Date (2008)

Figure 12. Time series of global model and obseéowmaerror for 2008. The solid lines represent
RMSE, the dotted lines represent bias. The blueramdines represent the error in Control and Assim
respectively when compared to the GlobColour olz@ms on the observation operator step prior to
assimilation each day. The black lines are the olad®n errors specified in the GlobColour files.

Mean absolute error is given for the observatioasduse the signs of the errors are not known.

A Taylor plot for logg(chlorophyll), using the same model-data compassas Fig. 12, is
shown in Fig. 13. This type of plot provides a wayshow the improvement of the fit to the
observations before and after assimilation. As \aslla global average, Fig. 13 provides a
comparison for different regions, to see how trenasation affects the model in each ocean
basin. Across all regions, both unbiased RMSE amcklation are improved in Assim, with
similar values obtained in each basin, indicatimgt tAssim has comparable skill across the
entire model domain, which is less clearly the das€ontrol. However, whilst the unbiased
RMSE and correlation are universally improved, tloemalised standard deviation generally
remains similar, and is even made worse in somenggincluding for the global average. In
all cases the standard deviation is too low foridssuggesting that the assimilation may be
smoothing out too much of the variability in the aeb

The assimilation has clearly improved the modelimiutation of surface chlorophyll
compared to the assimilated observations, througth@uyear and across all ocean basins. It
has also considerably improved the bias, RMSE amdelation with the GlobColour
observations compared to a control run. This imeneent was immediate, and sustained over
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the entire year and in every ocean basin. Erroamagindependent in situ observations were
also reduced, and there was evidence of improvemanitrient concentrations, zooplankton
biomass and sea surfg@€0, (not shown here).
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Dotted lines denote centred RMSE (normalised wrt obs)
Figure 13. Taylor plot showing skill in each ocdaasin for Control and Assim when compared to the
GlobColour observations on the observation operatep prior to assimilation each day.

4.3 Sea Level

The added value of a satellite-derived ECV withie tontext of climate model evaluation
depends on the ability of the climate model to odpce this variable. The model
performances must be accurate enough in terms ropael and spatial mean and/or
variability in order to appreciate the incrementwezn a new satellite product and its
precursors. As a first step of the development mieghodology to assess the SSH CCI record,
we have started an assessment of the performaheesoopled regional climate covering the
Mediterranean Sea with a precursor SSH dataset.

The choice of a regional climate model is guidedH®y fact that one potential improvement
of the SSH CCI record comes from the resolutiothef gridded products that should reach
25km. This resolution is more compatible with thealution of a regional climate model than
with those of current atmosphere-ocean generalllation models. The choice of the region
is guided by the fact that this region will be tbeus of the MedCORDEX sub-project of the
CORDEX (A COordinated Regional climate Downscalififxperiment) international
simulation exercise. Within this context simulasarf the last decades will be performed with
regional climate models coupled to Mediterraneaa ®edels. This region will also be the
focus of the so-called HYMEX experiment (2011-20&bjhing at studying the hydrological
cycle of the Mediterranean area. Within this cohtéxe observational network, including
over the Mediterranean Sea, will be reinforced mgvaccess to in-situ independent data to
compare with the models outputs and the ECV daaset
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The coupled regional model used for the assessmenthe coupled ALADIN-
Climat/Nemomed8 model from CNRM (Centre National Recherches Météorologiques,
Météo-France). At this stage, only the Mediterranégea component Nemomed8, that
includes a calculation of the free sea level s@fadth a horizontal resolution of 1/8°, has
been used in the confrontation exercise. This madel regional adaptation of the NEMO
global ocean model mainly developed at IPSL (Se\edl., 2009).

The precursor is the SSALTO/DUACS SSH (Dibarboetrel, 2009), combining altimetric
data from several satellites (Topex/Poseidon, ERSJhson-1, Envisat and OSTM/Jason-2).
This dataset was assimilated in the MERCATOR ocesmimilation system to produce the
GLORYS1v1 ocean reanalysis spanning the period -2200® at a resolution of ¥°. The
comparison of the simulated sea level to the psscurs here only made through the
GLORYS1vl SSH. A comparison with an independent §8bduct inferred from the
COMBINE oceanic re-analysis (Balmaseda et al, 2@d8)so made. This last re-analysis was
performed with the ECMWF ocean assimilation systimn the period 1958-2008 at a
resolution of 1°. There is no assimilation of daeederived SSH in it.

The mean sea level over the Mediterranean Searedfdrom the two re-analyses, at the
monthly time scale, is reproduced in figure 14.0Ashown on this figure is the SSH inferred
from a recently produced new version of the GLORX8an re-analysis (GLORYS2v2) that
includes some improvements and covers the whol®geaf satellite altimetry missions
(since 1992). However as this last re-analysisilg available for a few months, it couldn’t be
used to constrain the Mediterranean Sea modek diotindary (see below). It is shown in
order to give some idea of the expected impacthenSSH of an update of the assimilation
system, including an improved altimetric dataset.
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Figure 14: Averaged SSH over the Mediterraneanrbfreim COMBINE (black solid line),
GLORYS1v1l (black dashed line) and GLORYS2v1 (bsolichline) ocean reanalyses.

28 of 62



Document Ref.: D3.1_A
CMUG Deliverable

Number: D3.1_A

Due date: March 2012
Submission date: 30 August 2012
Version: 1.2

The plot shows a very close agreement betweerhtiee te-analyses at the interannual time
scale. The correlation coefficients between the GL®RYS reanalyses is equal to 0.96 and
it is equal to 0.92 when the COMBINE re-analysisceanpared to either one of the two

GLORYS reanalyses. Some more significant differesnzan be noted when considering the
mean seasonal cycle that is close between the M@RF'S reanalyses (respectively 14.27m

and 13.82m for version 1 and 2) but is reduced tiehCOMBINE reanalysis (11.07m). The
impact of the satellite product is thus clearly agmt even on this aggregated indicator.

The Nemomed8 model was integrated for the 2002-20880d using the ERA-interim
atmospheric reanalysis to specify the radiative aah-radiative air-sea fluxes. Two
simulations of this kind were performed, one foriehhthe simulated SSH is nudged towards
the GLORYSv1 SSH in a buffer zone located in tharn&tlantic, and one for which this
nudging is made towards the COMBINE SSH. The twam8SH over the Mediterranean
Sea inferred from these two simulations are contpace the mean SSH of the two
corresponding re-analyses in Figure 15 (also atrtbithly time scale).
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Figure 15: Averaged SSH over the Mediterraneanrbism NEMOMEDS8 simulations (solid lines)
constrained over the near Atlantic by GLORY S1vik{pand COMBINE (green) reanalyses and from

the corresponding reanalyses (dashed lines).

The agreement between the simulated mean SSH,ramest towards the GLORYSvl
outside the Mediterranean Sea, and the GLORYSvInr8&H is very good (upper panel).
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The correlation coefficient between the two is ¢daad.95. This gives some confidence in
the model results even if this only a preliminapmparison that needs to be pursued with
more complete statistics accounting for the spatslability. The agreement between the
model and the reanalysis is significantly lower whide model is constrained with the
COMBINE SSH at its boundary (lower panel). The etation coefficient in this case reduces
to 0.86. This result suggests that a lower physioatent in the reference variable (here the
COMBINE SSH doesn't include the information comiingm the altimetry) may result in a
degradation of the scores of the comparison betweerimulated variable and this reference.
If this is confirmed, this gives more confidencetite use of the model as a tool to assess
different observational products.

This is of course a very preliminary analysis timgeds to be completed with other
diagnostics. The next step will consist in confnog the model outputs directly with the
satellite product (not through the MERCATOR assatian system). This next step comprises
a comparison with coupled simulations performechvALADIN-Climat/Nemomed8 in the
context of MedCORDEX. This will make possible institase to assess the consistency of
CCI SST and CCI SSH by jointly analysing the agreetof the simulated variables with the
two ECVs.

4.4 Clouds

Here we consider the use of precursor data setsviguating climate model simulations of

cloud properties. The focus is on cloud parametespecific relevance to the Earth Radiation
Budget (ERB) and on the evaluation of global clenatodels. It should be noted that the
cloud CCI data set will include a range of cloudpmsrties, e.g. areal coverage, cloud top
altitude, ice/water path and droplet size. As altdsis necessary to consider more than one
precursor data set, the choice depending on tlaneder being considered (see below).

In relation to the CCI clouds the ISCCP data se&tdnsimilar scope and aims and has several
advantages as a precursor:

» It provides a long record, from 1983 to the presabbwing both climatologies and
interannual variability (e.g. ENSO) to be examined.

» Its use for climate model evaluation is mature aisd strengths/weaknesses are
understood.

» Directly comparable diagnostics are available enriew generation of CMIP5 climate
models.

» Itis independent of the inputs to the proposed €Qids products.

In what follows we consider CCI clouds productsdascribed in the current version of the
PSD (dated '8 April 2011). It should be noted that there is ri@ctly comparable precursor
of the proposed merged products, i.e. the ATSR-M®BYVHRR Level 3c product. We
therefore consider single-sensor products only. dihehere is to illustrate how these single
sensor products could eventually be used for mexdslation purposes.

The most basic cloud parameter one can consid@reidotal cloud coverage, although by
itself its utility as a diagnostic of model perfante is, of course, somewhat limited. Figure
16 compares the observed annual mean ISCCP tatatl dmount with the five models
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currently available in the CMIP5 archive. Thesendie models have all used the COSP
simulator (Bodas-Salcedo et al., 2011) to deriwdiract equivalent of the ISCCP-retrieved
cloud amount. This is important because a sateBiigeved cloud amount will not
correspond to any individual model's standard cloammhount parameter, making the
comparison difficult to interpret. It also allowlset observational data to be used for making
consistent comparisons between different models.

HadGEM2

ISCCP Cloud Amount: OBSERYATIONS ISCCP Cloud Armou

ISCCP Cloud Amount; CNRM—CMS
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Figure 16: Comparison of the observed annual mes@GP total cloud coverage (%) with the five

climate models currently available in the CMIP5 laike. The model simulations are atmosphere-only
models forced with the observed SSTs and seastébdtions for 1979-2008. The COSP simulator

has been employed in these models to enable & doegarison with the ISSCP cloud retrieval

Differences between the observations and the madelsost apparent over the mid-latitude
oceans in both hemispheres, the ITCZ and SPCZ entrbpics, the sub-tropical marine
stratocumulus regions off the west coast of contsde.g. South America and California)
and over land regions generally. In all cases thdets underestimate cloud coverage relative
to ISCCP. This lack of cloud is compensated by eerestimate of the cloud albedo in the
models (Fig. 17). Such compensations of errors lenaimdels to reproduce the observed
cloud radiative effects much better than might Bpeeted given these deficiencies (e.g.
Martin et al., 2006). As an example, Fig. 18 shawescomparison of the models’ shortwave
cloud radiative effect (SW CRE, which depends ot lmboud amount and cloud albedo) with
data from the NASA CERES instrument. The differenegth the observations are clearly
much smaller than the errors in the cloud albedalevauggest. In a similar manner the
relationship between the simulations of cloud temht — and of cloud amounts at the three
proposed vertical layers — and the longwave CREatsmbe examined (not shown).
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Figurel7: As Fig.16 but for ISCCP cloud albedo (lass). Again, the COSP simulator has been used
to calculate a direct model equivalent of the IS@€Rieved cloud albedo.
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Figurel8: Comparison of the observed annual meamtalave cloud radiative effect from CERES
(Wm?) with the CMIP5 models.
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These relatively simple comparisons nonetheleddiglg two important points:

* From the model evaluation perspective they show Hiosvcloud data need to be
combined with radiation budget data in order taal#y determine the quality of the
simulation.

* From the observational perspective they also erthbleelationship between the cloud
properties and the top-of-atmosphere radiativeefuto be determined and checked
for consistency.

The clouds CCI will also derive cloud liquid watard ice content products. In common with
other retrievals using visible and infra-red meaments, e.g. ISCCP, MODIS, ATSR, these
will not be directly retrieved but calculated frotne cloud optical depth and the droplet
effective radius. This is clearly quite differenrin retrievals using passive microwave
observations (SSM/I) or space-borne radar (Cloyd&aure 19 compares the ISCCP cloud
liquid water path (LWP) with retrievals from MODISATSR, CloudSat and SSM/I.
Differences between ISCCP and the other two VIS$éfRevals are positive everywhere and
the geographical patterns of these differencewvamg similar. At least part of the reason for
this is related to the fact that ISCCP uses a figédctive droplet size. Comparisons of
ISCCP with CloudSat and SSMI/I are, however, sonawdifferent, particularly in the
tropics and sub-tropics but also over the middait oceans in the Northern Hemisphere.
Such differences between these observationallye@restimates of LWP have important
consequences for their use for model evaluatiors iBhllustrated in Fig. 20, which compares
the Hadley Centre model (HadGEM2) with the differsatellite products. All four data sets
indicate an overestimate of LWP at mid-latitudesn@stent with the overestimate in cloud
albedo seen above), although they differ in thenitade of the discrepancy. In the tropics,
however, the assessment of the model’'s performeleegly depends on the observed product
being used for the comparison. We can also notgijhikne CCI clouds product will use both
ATSR and MODIS as inputs and (ii) it will be impant to assess the CCI cloud liquid water
path products against those from instruments sa@SM/I and CloudSat as these are already
being used by the modelling community.

In a similar manner, Fig. 21 shows comparisonshef HadGEM2 model’'s simulation of
liquid water droplet effective radiusef(J with retrievals from MODIS and ATSR. As noted
above, ISCCP is not a suitable precursor as itelata products assume a fixed value for this
guantity. Again we note the quite different interation of the model’s simulation according
to the data set to which it is being compared &edneed for the CCI product to be assessed
against currently-available satellite estimates.@f Similar comments also apply to the CCI
ice particle size products. It should again be cdbat both MODIS and ATSR will be inputs
to the cloud CCI products.
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Figure 19. Comparison of annual mean ISCCP cloqditl water path (gff) with retrievals from MODIS,
ATSR-GRAPE, CloudSat and SSM/I.
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Figure 20: Comparison of HadGEM2 cloud liquid wapeth (gnf) with retrievals from MODIS,
ATSR-GRAPE, CloudSat and SSM/I.
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A key objective of the clouds CCI project is to ¢uoe a long record of cloud properties
suitable for examining long-term variability (andssibly trends). The ISCCP record extends
from 1983 to the present and thus allows interanhmaaiations to be considered and
compared to model simulations (it is not considesedable for trend detection). As an
example, Fig. 22 compares cloud amount anomalms ISCCP for the 1997-98 EIl Nifio
event with those simulated by the CMIP5 models. ths models are all driven by the
observed SSTs this provides an evaluation of thgmospheric responses to the warmer
temperatures at this time. It is clear that thditsgbof the models to reproduce the observed
cloud anomalies varies considerably, even acrasssthall ensemble. Similar anomalies in
the other cloud properties (e.g. cloud height, agbtdepth, etc) and for other anomalously
warm or cold periods can also be constructed. Herean note that:
* This is a valuable method of model evaluation wipobvides additional information
to simply comparing mean climatologies or the seakoycle.
* As mentioned above, in combination with, for exagphdiation budget and other
cloud data, this provides a further consistencyklmn the cloud CCI products.
» Similar analysis of other ECVs can also providesaful consistency check across the
range of CCI products.
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Figure 21: Cloud liquid droplet size retrievalgng) from MODIS and ATSR-GRAPE and comparison
with HadGEM2.Note that the model-simulated paramiste.; “as seen from space” in order to
enable a reliable comparison with the observatignrderived product.

To summarise we can make the following comments:

* It will be important for the clouds CCI to demoradtr the added value of the proposed
products compared to what is currently available &#eing used by the climate
modelling community. This includes both independeata sets (CloudSat, SSMI/I,
etc) and those which already exist and are basdtieosame instruments as the CCI
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clouds products (e.g. MODIS, ATSR-GRAPE). In thiéelacase, it will be especially
important to assess the value of the cloud CClpgsed single-sensor products, i.e.
the Level 3a/b data sets as described in the PBiB.Will presumably be done as part
of the cloud CCIl's PEP — the point here is simgigttit will be relevant to the
applications for climate modelling.

» A useful addition to the product list would be 1SE@ke histograms. These are based
on a classification of clouds according to cloud pressure and optical depth and are
already available for other sensors, including MO&DBecause these cloud types are
radiatively defined they greatly assist the usedata in combination with radiation
budget information, e.g. from CERES.

* The proposed provision of retrieval and samplingrsrshould aid the interpretation
and application of the CCI clouds data sets.

* The eventual production of a long (i.e. 30 yearsspkloud record will be useful for
evaluating model performance, e.g. interannuabbslity.

 For long (i.e. 30 years plus) cloud records basednultiple instruments, the
identification and elimination of spurious temparatonsistency remains an important
challenge. Improving consistency in the form ofté&etemporal homogeneity would
be a valuable CCI activity. The methodologies dssessing progress on temporal
homogeneity may differ from those for examiningiatile impacts, to the extent that
some homogeneity assessments can be conductediinati@DSP simulator.

* It will be very difficult to make a definitive assement of the cloud CCI products in
the modelling context based on the three yearsatd durrently proposed to be the
output from Phase 1.
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Figure 22: Comparison of anomalies in ISCCP totialucd amount (%) during the 1997-98 El Nifio everthwi
the CMIP5 models. Note that the models are allddrwith the same, observed SST distribution.
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4.5 Ozone

Ozone is an important reactive gas in the atmogplaed so monitoring its spatial and
temporal variability over a multi-decadal periodoyides an important climate relevant
indicator. There are a number of different ways tizene CDRs can be assessed which
include:

- Monitoring trends, variability, anomalies and dttriion

- Model validation

- Assimilation in models

and this report gives examples of each of these.d@l products to be assessed will be the
ozone total column amount, the nadir ozone profiled the limb view ozone profiles. As the
ozone CCI project will deliver L2 and L3 produc#dl have to be assessed. The CMUG is
primarily interested in validating the productshwiespect to their use in models.

At CNRM, this assessment is initially performed fioe following three precursors:

- NIWA products from satellite UV spectrometers (TOM& GOME-2) for total

column ozone

-  EUMETSAT IASI ozone retrievals for nadir profiles

- MIPAS and MLS retrievals for limb profiles
These provide all three types of ozone derived petsdwhich will be produced by the CCI.
The subsections below give examples of assessrivgrite various applications. Table 7
gives a summary of the experiments which were ousstess the satellite ozone products.

Application Model/Reanalysis | Exp IASI MLS OMI | NIWA
ID Dobson
Global trends MOCAGE
T42, M None None
T170 Mh None None
T42 All | X (310 km) X
T170 Alh | X (78 km) X
T42, Ahl | X (310 km) X
T170 Ahh | X (78 km) X
Regional trends MERRA X
Regional trends MOCAGE X X X
T42, T170
Model validation] CNRM-CCM X
CNRM-ACM
Assimilation MOCAGE As for | X (310 km) | X (310 km)
T42, T170 global| X (78 km | X (78 km)
trends

Table 7. Summary of assimilation experiments watine products. Ml and Mh are the control runs
with no satellite data assimilated. Axx are theezpents with IASI data assimilated at different
spatial resolutions of the model and the data. M assimilation experiments were not assigned a
separate id.
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4.5.1 Monitoring trends, anomalies and attribution.

The IASI total column ozone and profiles in theagisphere, in the troposphere or in the
UTLS are used for this assessment. This produet/alable from EUMETSAT since the
launch of Metop in 2006. The goal of this assess$risen comparison of level 3 or level 4
products with an ensemble of model predictionsy avl®ng time period, to study interannual
variations. A study of one typical year to undandtaseasonal variations and transport in
relation to ENSO etc has value in assessing fudags-ECV consistency.

i) Global scale

The global distribution of ozone and when/whererttemn maxima and minima are occurring
can be monitored by satellites. An example is shewith IASI retrievals (Eumetsat total
column ozone L2 product with cloud mask in the CNRM model grid) in Figure 23.

—135 —40 —45 o] 45 G0 135

Total azone [DU] (68.5000% for 1 day(s)}

20000 21333 226.67 240,00 25333 2E6.67 280.00 293.33 306.67 320,00 33333 346.67 36000 37333 3B6.67  400.00

Figure 23. Global distribution of ozone from IA8tnievals

An innovative way to assess the time series ixémnene the energy spectra for retrieved total
column and ozone profiles (sub-columns or concéatraat given heights) derived from a
FFT of the global time series. This can also bepamed with a model reanalysis. The typical
wavenumbers of the ozone distribution are analymed compared (through the spectral
differences) as shown in Figure 24 (left panel)}e MIOCAGE model without assimilation of
ozone data is first used to produce ozone field®erzontal resolutions of T42 (MI) and T170
(Mh). Then the two versions of the model (at lowd dngh resolution) assimilate the 1ASI
ozone observations and the MLS observations respgcaveraged in low or high resolution
grid meshes givindAll and Alh fields and at high model resolution gividgh fields. In
Figure 24a, the energy spectra for ozone fieldahdl Mh areeh andel. The plots show up to
wavenumber 42 of the monthly average of daily défees €h-e) normalized by the mean
(eh+el/2. Large differences are observed at all waverarslfdotted line), with values
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increasing with the wavenumber. This shows thatMhéhas changed the large scale structure
of ozone in the model as well as the small scatepaved to MI. The amplitude of the waves
is higher on Mh. The comparison of the analyzetti$i&lh andAll demonstrates that at the
same model resolution, the change coming from tbkeh resolution satellite observations
impact only smaller scale structures (i.e. high emambers). In figure 24b, the zonal
difference of total column ozone is shown from Mtavh normalized by ERA Interim. The
figure shows a significant bias of 2% in the tr@pidt mid and high latitudes the variability is
higher and the bias becomes significant only abf®%. Examining the zonal means is
instructive when comparing various products asigufe 24 (right panel).

wf - - —-
I
[ I——
 I—
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Figure 24. Left panel shows the monthly averagh iof daily differences between the energy spectra
(dashed lines) normalised in different ways. Rygariel shows the zonal difference between total
ozone columns in % computed from the experimehesd@shed lines represent the standard

deviation of the differences (after Pajot et. aD11).

Other indicators can also be used in the assessrhéme data. An example is the frequency
of stratospheric intrusion events, their locatidnyation and the mass of ozone which is
transported into the troposphere.

i) Regional scale
Some regions are of particular interest for ozdndiss such as the ozone hole over Antarctic
and some specific indicators can be proposed here:

a) Time indicators : Date of start, and recovery, tspan, date of minimum

b) Surface indicators : size of the vortex (in%rand volume of ozone destroyed

(mass deficit)

¢) Minimum value

d) Potential vorticity

e) Ozone loss

Some of these variables are shown in Figure 25h@rOMI UV pre-cursor ozone data and
MERRA reanalysis fields. Plots of the regional dlmition are very useful to show the
discrepancies between the various fields. Notedhatregional scale for ozone, the timescale
is often seasonal and satellite data are oftemndagsed into models to update the analyses as
shown in Figure 26. This work has also been peréorrasing data from the Concordiasi
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experiment by L. EIAmraoui at CNRM who assimilaté&l, MLS and OMI ozone products
in the MOCAGE model (at T42 and T170 horizontalotegon). Figure 26 shows some
similarities with a high bias for IASI but a moretdiled description of the ozone field. Where
the improvements with OMI are small, use of higbotation IASI data in a high resolution
model appears to make small scale structures wharehuseful to help understand the
dynamics of the ozone hole.
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P. Newman (NASA), E. Nash (SSAI), S. Pawson (NASA), R. McPeters (NASA)

Figure 25. Plot of various ozone parameters fofedént periods for MERRA and OMI measurements.

Figure 3 - colonnes totales d’ozone (DU} issues d'une analyse des donnges L4SI le 4 septembre 2008 a 00 UTC ; a gauche pour
une résolution T42 (~2.87) et a droite pour une résolution T170 (~0.7°)

Figure 4 : colonnes tetales d 'ozone (DU issues de U'instrument OMT le 4 septembre 2008 ; a gauche movennges s une grille
de résohution 2% er @ drofte sur une grille de résohution 0.5°

Figure 26. Total column ozone from different ozanalyses (low resolution T42 left; high resolution
T170 right) in the top panels using IASI data arehsurements from OMI in the lower panels.
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4.5.2 Use in model assessments

Climate and NWP ozone model fields are assessedighrcomparison with ERA Interim,
with ozone sondes or with other ozone precursors.

At CNRM, this has been demonstrated by Micleval (2011). In this work the new version
of the CNRM CCM climate model, with a more accureddiation scheme and an in-line
interactive chemistry scheme was compared withpitevious of the CNRM atmospheric
chemistry model (ACM) where chemistry was providigda non coupled chemical transport
model. These data have been provided to the CCM\&tercise. Monthly zonal-means of
NIWA total column observations have been compaoeithé¢ CNRM-ACM and CNRM-CCM
simulations valid for the 1980-1990 and 1990-20800gs. There are general patterns in the
observations that models should reproduce welthis case the CNRM-CCM reproduces
patterns better than the CNRM-ACM, e.g. spring tatitude gradients, temporal evolution
throughout the year of the tropical total columndaconfinement of the Antarctic polar
vortex.

The negative trend in the column ozone at middtklagh latitudesX45°) is evident in both
observational and model outputs. The two CNRM nmdwrlerestimate Antarctic ozone
depletion, in all periods shown, to a lesser extentever for CNRM-CCM than for CNRM-
ACM. These results are confirmed by looking at diatogical annual cycles of the total
column ozone or profiles over high, mid and tropiaegitude bands as in Tiagt al. (2010)
(see Figure 27).

As in the trend analysis similar metrics are ugedssess the models:

= energy spectra of total ozone (monthly averageady diifferences normalized by mean),
= plots of zonal differences (on monthly means)

= standard deviation in zonal mean as a functiomtitiide and altitude (profiles).

Maps (movie loops) at specific pressure levelszoine volume mixing ratio over the south
pole vortex to show the ozone gains or lossesftdrdnt model versions (see Figure 28.)
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Figure 27. Comparison of the annual cycle of mgnthéan ozone observations (black dots) and
model runs TROP (green), STRAT (blue) and COUPLE®) Gampled for different latitude bands
(90S-30S; 30S-0S; ON-30N; 30N-90N) and differeesgure levels (75,150 and 250hPa). Each panel
Is the mean of many years from several sites (nuoftstes is in top right corner). The model and
observations are sampled in the same way. Thecaklars are the average of the interannual st. dev
at each station.
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4.5.3 Assimilation of ozone

CERFACS are working on assimilation of I1ASI ozonmedqucts into models. The aim is to
improve the representation of the forcing and ozainsribution in the models. The
MOCAGE model is used with a T170 grid and a T42lgiihe most suitable method to
assimilate ozone is to use the traditional 4D-Vathudology employed in many NWP
centres. The value of high resolution 1ASI ozonedpicts in a model with a fine mesh is
demonstrated but the limited vertical distributionust be described by the IASI averaging
kernels. Note that MLS horizontal resolution is molequate for capturing the detail. This
work will be extended to other seasons, and toogpperic ozone. Figure 28 illustrates the
ozone distribution from MOCAGE stand alone at TAR)( T170 (Mh), from ERA-Interim,
and from three assimilation experiments with IASkcaarse or high resolution. The details
brought by high resolution IASI observations askted in a T170 model are obvious.
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Figure 28. Ozone volume mixing ratio (in ppmv) cemiover the S. hemisphere at 55hPa on Sept 30
2010 at 12UTC. Plots from several assimilation expents and ERA-Interim.(a) and (b) are
MOCAGE low and high resolution runs without ozossimilation, (c) is the ERA-Interim field, (d) is
the MOCAGE low resolution model with low resoluti&®! data assimilated, (e) is the same using
the high resolution MOCAGE model and (f) is thehhigsolution model with high resolution data.

4.6 Greenhouse Gases
Not assessed by CMUG to date.

4.7 Aerosols
Not assessed by CMUG to date.

4.8 Land Cover

Land cover information is essential to provide infation about the spatial patterns of the
biosphere and related land surface parameters fyiolzal dynamic vegetation model. Its
distribution will directly affect the energy, watend carbon fluxes as simulated by a complex
Earth System Model, like the Max-Planck-Institute Meteorology Earth System Model
(MPI-ESM). Land cover information is required eitlasinitial or boundaryconditions in a
global dynamic vegetation model (DGVM).

The CCI land cover project will provide new, higesolution land cover information for at

least one decade. An assessment of the potenfoelcis of the novel dataset in a coupled
Earth-System model has been done by MPI-M usingeacprsor data set. The natural pre-
cursor for the CCI landcover product is the Glob&ov (v2.2) product
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(http://ionial.esrin.esa.inf/generated from ENVISAT MERIS data at global scaith 300m
resolution.

4.8.1 Integration of land cover information into MPESM

The GlobCover data was integrated into the lanthsarcomponent (JSBACH) of MPI-ESM.
It is used to replace the current distribution lainp functional types (PFT) in JSBACH which
were originally obtained from USGS EROS Data Cetded cover classification (USGS,
2001; Olson 1994a; Olson 1994h).

In order to use the new information in the JSBACHdel, the satellite classification schema
of GlobCover had to be translated into model coamiliPFT classes. PFTs reduce the
diversity of species to some key plant types wittmilar physical and biogeochemical
properties. PFT specific parameters, like e.g. pgiradbedo, LAI, carbon content of leaves or
roughness length are used to parameterize thefisgaaperties of a PFT in the model.

In general, the concept of PFTs used by Earth-8ydtodels is not consistent with the
approach for classification of land cover from réensensing measurements. While PFTs aim
at describing characteristic functional behaviotivegetation in terms of climatological or
ecological parameters and might consist of aggrayatf multiple species into a single
category, remote sensing based classificationsfgttlae land surface in terms of spectral and
temporal differences (Bonaet. al, 2002 and Poultegt. al. 2011). A summary of the land
cover classes provided by GlobCover are given ihlef@. These are very similar to the
classes that will be provided by the new ESA C@titover product.

To preserve the maximum information content of dhiginal data product and allow for an
integration of the new remote sensing informatioto i MPI-ESM, a sequence of pre-
processing steps are required which will be bristijmmarized in the following. The general
workflow is shown in Figure 29.

1. Spatial aggregationThe aggregation of the initial satellite datadB0 to a resolution of
0.5° is performed to compress the data volume wpreserving the information on
fractional coverage of the different land coverssks.

2. Transformation to plant physiology class@$ie GlobCover classes are then converted
into plant-physiology classes, which are provide finst steps towards the generation of
PFTs from the landcover classes. The scheme deacklop Poulteet. al (2011) is used
for that purpose. As the (spectrally defined) lander classes are typically mixed classes,
a re-classification step is needed. The differantlcover classes are assigned to different
biomes by splitting them into different biomes w@saxpert knowledge. As this mapping is
rather subjective it introduces uncertainties ie tlsulting PFT distributions. Table 9
shows the mapping matrix developed at MPI-M for thapping of GlobCover classes
into biomes.
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11 - Post-floodingor irrigated croplands

14 - Rainfedcroplands

20 - MosaicCropland (50-70%) / Vegetation (grassland, shrubland, forest) (20-50%)

30 - MosaicVegetation (grassland, shrubland, forest) (50-70%) / Cropland (20-50%)

40 - Closed toopen (>15%) broadleaved evergreen and/or semi-deciduous forest (>5m)

50 - Closed(>40%) broadleaved deciduous forest (>5m)

60 - Open(15-40%) broadleaved deciduous forest (>5m)

70 - Closed (>40%) needleleaved evergreen forest (>5m)

90 - Open (15-40%) needleleaved deciduous or evergreen forest (>5m)

100 -Closed to open (>15%) mixed broadleaved and needleleaved forest (>5m)

110 - Mosaic Forest/Shrubland (50-70%) / Grassland (20-50%)

120 - Mosaic Grassland (50-70%) / Forest/Shrubland (20-50%)

130 - Closed to open (>15%) shrubland (<5m)

140 - Closed to open (>15%) grassland

150 - Sparse (>15%) vegetation (woody vegetation, shrubs, grassland)

160 - Closed(>40%) broadleaved forest regularly flooded - Fresh water

170 -Closed (>40%) broadleaved semi-deciduous and/or evergreen forest regularly flooded- Saline water

180 - Closed to open (>15%) vegetation (grassland, shrubland, woody vegetation) on regularly flooded or
waterlogged soil - Fresh, brackish or saline water

190 — Artificial surfaces and associated areas (urban areas >50%)

200 - Bare areas

210 - Water bodies

220 - Permanent snow and ice

Table 8. Landcover classes of GlobCover data prbduc
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Figure 29: Schematic workflow of Plant Function &gpnapping
3. PET generation Additional information on climate conditions igquired for an

appropriate mapping into PFT classes. This allawsrfstance to disentangle C3 and
C4 grasses, as needed for the model simulationshéaformation on tropical and
extratropical vegetation is not provided by Glob@gancillary climate information is
needed. The GlobCover v2.2 vegetation classes fivexky remapped using Koppen-
Geiger classification maps.

Inland water bodiesA large portion of the model grid cells contairc@nsiderable

amount of inland water bodies. Figure 33 showglteeibution of inland water bodies

as derived from the ESA GlobCover product. Thetioaal coverage of inland water

bodies typically ranges between 1% and 10%, buegared 20% of the area of a grid
cell for instance in the Northern latitudes. As finesent version of the MPI-ESM land
surface scheme is not capable in simulating theawhyts of open water bodies

explicitly, the PFT fraction in each grid cell neeid be normalized to ensure that all
PFT fractions sum up to unity.
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ulter et al., 2011

| BrEv| BrDe |NeEv | NeDe |NatGr |ManGrPs|ManGrCrop |Shruball|bare| water

glbcov_typell 0 0 0 0 0 1 0 0

glbcov_typel4d 0 0 0 0 0 0.5 0.5 0 0 0
glbcov_type20 0 0 0.1 0.1 0.1 0.25 0.45 0 0 0
glbcov_type30 0 0 0 0 0.25 0.25 0.25 0.25 0 0
glbcov_type40 0.5 0.5 0 0 0 0 0 0 0 0
glbcov_type50 0 1 0 0 0 0 0 0 0 0
dglbcov_type60 0 1 0 0 0 0 0 0 0 0
glbcov_type70 0 0 1 0 0 0 0 0 0 0
glbcov_typed0 0 0 0.5 0.5 0 0 0 0 0 0
glbcov_typel00 0.25 0.25 0.25 0.25 0 0 0 0 0 0
glbcov_typell0 0.2 0.2 0.2 0.2 0 0 0 0.2 0 0
glbcov_typel20 0.1 0.1 0.1 0.1 0.2 0.2 0 0.2 0 0
glbcov_typel30 0 0 0 0 0 0 0 1 0 0
glbcov_typel40 0 0 0 0 0.5 0 0 0.5 0 0
glbcov_typel50 0.1 0.1 0.1 0.1 0.4 0 0 0.2 0 0
glbcov_typel60 0.5 0.5 0 0 0 0 0 0 0 0
glbcov_typel70 0.5 0.5 0 0 0 0 0 0 0 0
glbcov_typel80 0.1 0.1 0.1 0.1 0.2 0.2 0 0.2 0 0
dlbcov_typel90 0 0 0 0 0 0 0 0 1 0
glbcov_type200 0 0 0 0 0 0 0 0 1 0
glbcov_type2l0 0 0 0 0 0 0 0 0 0 1
glbcov_type22 0 0 0 0 0 0 0 0 1 0

Table 9. Weighting factor matrix to map GlobCowaerd cover classes to biomes

4.8.2 Novel PFT distribution

Figure 30 shows the distribution of major vegetatotasses (forested, herbaceous, crops) as
in the original data set currently used by JSBAQI the new generated maps obtained from
GlobCover.

Overall, the two datasets show similar spatialgwat for the different major classes. The total
forested area in JSBACH amount to 4140 Mha whils #186 Mha for GlobCover (+1.1%).
Herbaceous and crop areas amount to 4633.8 Mh&.@1A +3%) and 1849.5 Mha (1780
Mha = - 4%).

While the general global statistics and patterng&cmavell between the PFT distributions of
the two sources, distinct differences can be oleskon the basis of individual PFT classes
(Figure 32). Figure 32 shows differences betweeso®I(1994) and GlobCover as well as
area weighted zonal means of 3 major vegetatioestyphe GlobCover data set shows a
larger fraction of forest in the boreal zone thdsod (1994). A larger extent of cropland area
can is observed from GlobCover in China as wellAagentina, where strong cropland
expansion occurred during the last decades. Edlyetha larger extend in forested areas is
expected to result in substantial difference insbdgace radiation budget due to changes in
the surface albedo. This might pronounce geophly@eabacks in MPI-ESM like the snow-
albedo feedback.

The differences between the two different PFT ifistrons may have the following major
reasons:
= Change in land coverThe classification of Olson (1994) is based ommlk
AVHRR data from the years 1992 and 1993, which weessified into 94
ecosystem classes using an unsupervised classificapproach (Loveland et al.,
2000) while the ESA GlobCover product used wasveerifor the year 2005.
Within the 13 years, land cover might have changmusiderably in parts of the
globe.
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= Differences in land cover producsince the different products are based on
different spectral information, classification soies and classification legends,
the resulting products differ in their informatiocontent. They can also differ due
to viewing geometry (sun elevation, scan angle)targpatial resolution of sensor.

= PFT mapping The Olson (1994) classification contains a tafB4 ecosystem
types which are mapped to 11-14 PFTs for the uddRRESM (Hagemann and
Loew, 2012). As has been discussed, the mappirignoicover/ecosystem types
into PFT classes is a subjective process, incluéxyert knowledge. Different

procedures to translate spectral classes into P&SEes might therefore result in
different PFT distributions.

_GIobCover |

A e F N N N -

TN N

JSBACH(orig)

| Forest

Herbac.

Figure 30: Distribution of principal land cover daes (forest, herbaceous, crops) for original
JSBACH and GlobCover datasets.
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Figure 31 : Total area of different PFTs as in eemt PFT distribution of MPI-ESM and GlobCover
derived PFT maps

4.8.3 Model performance metric and framework

Changes in PFT distribution will have a direct effen biogeophysical variables like e.g.
surface albedo or LAI as simulated by MPI-ESM. Beess the impact of using GlobCover
and CCI landcover as new landcover informatiorhaMPI-M instead of the currently used
PFT distributions, a series of dedicated model expants will be conducted. The simulation
results will be compared against a) reference stiaris from CMIP5 experiments, b) offline
model simulations and c) independent datasetsoipare results from different model
setups and data sets, a model benchmarking frarkevas developed (Figure 34).
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Figure 32: Difference between Globcover major bidgpes (foresee, herbaceous, crops) and
currently used JSBACH input (left) and zonal areaghted differences (right)
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Figure 33: Distribution of fractional inland watdyodies, based on the GlobCover
classification
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data

Benchmarking framework @

Figure 34. MPI-ESM land surface benchmarking framewto assess impact of CCI land
cover dataset

This framework allows to easily compare a multitedelatasets and model experiments and
assess their (relative) performance using diffenegitrics like those developed by Reichler &
Kim (2008) and Glecker et al. (2012). The accuratyifferent land surface variables, e.g.
surface albedo, tree cover, vegetation phenologybasic climate variables like temperature
and precipitation can be analysed in a flexible meanThe framework will allow to quantify
the impact of a) GlobCover and b) CCI landcoveradfine and coupled climate model
simulations in MPI-ESM for selected parameter$ias been already successfully applied for
the evaluation of MPI-ESM CMIP5 simulation resulisagemann & Loew, 2012) where it
could be shown that the current version of MPI-ESMarly outperforms its predecessor
ECHAMS5 in simulating the surface albedo dynamiaguFe 35 shows examples of analysis
plots of surface albedo as simulated by the maxbehpared to a MODIS based climatology
of land surface albedo. Hagemann & Loew (2012)cduld be shown, that the model
simulations with pre-scribed SST data shows aivelamprovement of 39% compared to a
multi-model mean. The full coupled model (oceamadphere, land) of MPI-ESM was still
15% better than on average, while the older versiche MPI model (ECHAMD5) which had
a constant surface albedo scheme, performed wdsdeo)( While the implemented
performance metrics only provide relative measuwfemodel accuracy, they will allow to
answer the question if MPI-M model performancemgiioved by a) integration of GlobCover
data and b) quantify the potential impact of anrionpd CCI landcover product on the model
performance.

A series of model experiments with GlobCover and @@dcover datasets will be conducted.
First, the effect of the new PFT distribution orodeophysical variables, simulated by
JSBACH will be analysed in an offline simulatiofSRU/NCEP forcing). Results will be

analysed and compared first against a control sitiwul obtained with the current JISBACH
model setup. Next, a coupled model-experiment (aphere-land) similar to the CMIP5

AMIP experiments will be conducted to investigate timpact of the new PFT distributions
on land-atmosphere interactions. These simulatmihseveal details on the effect of the PFT
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distribution on e.g. global temperature. These fatrans will be performed for a) the current
JSBACH model setup (ctrl), b)GlobCover (exp_globjl &) CCI landcover (exp_cci). Results
will be compared against independent climate olagems where possible to quantify a
potential reduction in model error when using th€l Candcover dataset and validate its
impact on important ECVs like air temperature (fable 9).

Variable JSBACH offline  MPI-ESM (AMIP like simutats)  Observations

Surface

LAI X X Phenology: start/end of
season

Surface albedo X X MODIS surface albedo,

Meteosat albedo

Latent heat flux X X

Sensible heat flux X X

faPAR X X

Snow cover X X (GlobSnow)

Soil Moisture X X

Surface temperature X X (CERES EBAF)

Atmosphere

Temperature 2m X CRU

Precipitation X CRU, GPCP v2.2

Table 9. Overview of variables analysed in offamel coupled model simulations for CCI landcover
assessment

It is planned to perform the actual assessmenh®fBSA CCI landcover dataset in close
collaboration with the ESA CCI land cover climagsearch users to assess the quality of the
new landcover product and to disentangle the infiteeof different data products versus
uncertainties in the pre-processing of the landecalata, as discussed in section 4.8.1, as well
as the impact of different models..

52 of 62



Document Ref.: D3.1_A
CMUG Deliverable
Number: D3.1_A
Due date: March 2012
Submission date: 30 August 2012
Version: 1.2

MAM
— MPI-ESMa (1979-2000) | -
0.8[| === MPI-ESMh (1979-2000) |- R RI TR
ECHAMS5h (1971-2000) ]
MODIS WSA (2001-2010) |~ A S

0.9

e
~
T

albedo [-]
=] o o o
w By [6;] [«)]
T T T T

e
N
T

0.1F

0.0 ; i ;
latitude [deg]

MPI-ESMh ensmean (1979-2000) - MODIS WSA (2001-2010)

twin 21

-20 -16 -12 -8 -4

Figure35: Surface albedo benchmarking results farpted MPI-ESM CMIP5 simulations.
Zonal plots of 3 model versions compared to MODog)(and seasonal difference maps of
surface upward solar flux between coupled MPI-E®bult and MODIS climatology (lower)
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4.9 Fire

4.9.1 Fire in the Earth System

Fire is an important Earth System process, whigbeitts climate via multiple pathways,
including atmospheric chemistry, aerosols, glolegetation patterns, land surface albedo and
the carbon and nutrient cycles. At the same times fare controlled by climate and the
frequency of fires is expected to increase withifeitclimate change. As such, fires form a
complex feedback cycle in the Earth system whidemaally forms an important

contribution to the climate sensitivity of the Ha8ystem. The net effect of fires on the
climate system remains unclear as depending oprteess fires can cool or warm the Earth
System (Bowman et al, 2009).

/ Atmosphere
| cimate | | cimate
&

]
Carbon - Cycle Sulfur - Cycle

Phytoplankton

nutrient deposition

Climate
Climate

\ Land Cryosphere /

Figure 36: Fires influence the different compartrseof an earth system model through
changes in carbon and nutrient pools and land stefaroperties, e.g. land cover, albedo.

4.9.2 Fire in MPI-ESM

The burned area fire CCIl dataset is assessed by @NtJ prescribing theboundary
conditionsin a global dynamic vegetation model. An additicagaplication of the burned area
dataset is the evaluation of fire models used abal dynamic vegetation models. For this
purpose the JSBACH land surface model is used,wiipart of the MPI-M Earth System
Model.

Within JISBACH, fire is an important perturbatiorathmpacts the vegetation distribution and
carbon cycle. The fire algorithm of intermediatengdexity in JSBACH simulates the fire
occurrence probability dynamically as a function solil moisture, biomass available for
burning and the probability of an ignition sourdéne fire probability scales the potential
burned area, a function of moisture and wind sptedn actual burned area. Combined with
measured estimates of the completeness of comhusth emissions are computed. (Figure
37). The CQ emissions are transferred to the atmospheric @oalshe land carbon pools are
accordingly reduced.
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Figure 37. General scheme for simulating burnecaareJSBACH

To estimate the actual amount of carbon emissiom® fiire, the burned area needs to be
translated into the amount of carbon emitted ihtodatmosphere. Together with the fuel load
of the vegetation, emissions of various trace gasésaerosol species can be estimated using
emission factors (Figure 38). These emission facioe land cover dependent and are derived
from observational data reported in the literatliigure 39 shows a characteristic pattern of
simulated burned area by MPI-ESM for present dayate conditions and their related
carbon emissions into the atmosphere. These simungashow prominent fire occurrence in
the semiarid areas of Africa and Eurasia as welNarth America and Australia. As the
model accounts for man made influence only as atikom of population density and neglects
socioeconomic or cultural differences, strong regldiases occur for the simulated burned
area when compared to observations.

* Combustion Completeness

% C - Emissions _9 Trace Gas Emissions
- [gC/(m2year)] [g[species]/(m2year)]

* Emission Factor
Figure 38: The conversion of burned area reportethie CCl dataset to the emissions of trace gases
in the global vegetation model JSBACH.

Burned area
[m2/year]
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Figure 39. Characteristic pattern of burned arealiiPl-ESM (left) and related simulated
carbon emissions (right

4.9.3 Prescribing satellite fire products in MPI-B\%

To assess the impact of the fire CCI dataset on-l¥#8NI, an interface was developed which
allows prescribing burned area from an externah daturce in the model as a boundary
condition, instead of simulating it interactivelyhe interface is combined with a pre-
processing procedure that converts the input aetaa format suitable for JSBACH. As the
definition of land and ocean boundaries typicaliffed between models and satellite data
products, the interface includes a consistentrtreat of the land-sea mask in the input data as
well as in the JSBACH model to preserve the fulbimation content of the observational
data.

As a precursor dataset for the fire CCl the Gldhe¢ Emission Database (GFED, version 3)
was chosen (van der West. al., 2010, Giglioet. al, 2010). GFEDvS3 reports burned area for
the time period 1997 — 2010 on a monthly basis wisipatial resolution of 0.5 x 0.5 deg. For
the application in JSBACH the burned area was nppehe current model standard grid
resolution of T63 (~1.8 x 1.8 deg).

The satellite based burned area product is thescpbed during the model simulations as an
external boundary condition, similar to prescrib8§T or CO2 concentration. As a first order
approach, it is assumed that area burned for dcpkart PFT in a model grid cell is
proportional to its fractional coverage of the martr grid cell.

As the carbon cycle is characterized by long tiraks; such as the carbon uptake in the sail,
vegetation model simulations typically require losigin-up periods before an equilibrium
state is reached. A spin-up simulation using pécictimate forcing (representative for a pre-
industrial climate) and periodic burned area boupdanditions for the years 1997-2010 is
therefore performed until the carbon pools in treded reach equilibrium. The length of the
spin-up period is in the order of 600-years, whglcomputationally very demanding and is
therefore performed using an offline version of A8BI, forced by periodic input from
results of a GCM. Figure 40 shows simulated firdboca emissions throughout the spin-up
period when pre-scribing GFEDv3 burned area. lbbserved that the fire emissions reach
equilibrium after approximately 200 years. Howevke different carbon pools considered in
JSBACH require different spin up times. The soirboen pool has the lowest turnover rate and
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needs the longest to reach an equilibrium statés @ats important when burning of soil
organic carbon will be considered in the modehia future.

The resulting fire carbon emissions are showrigure 40.

12

10

JSBACH CO, flux to atmosphere [PgC/y]
o))

0 N ‘ ‘ . ‘ . ‘ i
6] 200 400 600

run years
Figure 40: Fire Carbon emissions simulated withBBACH using GFEDv3 reported burned area

used for periodic boundary conditions.

Figure 41 shows the global distribution of burneebareported in GFEDv3 together with the
fire carbon emissions as simulated within JSBACHraged for the years 1997 to 2010 (one
full forcing period of GFEDv3). Clearly evident atke hotspot regions for fires, such as
Africa and South America.

Globally, the emissions amount to 8.9 PgC/yearctvig higher than other reported estimates
(~2-4 PgClyear). GFEDv3, for example, reports fiegbon emissions of 2.1 PgClyear.
GFEDv3 uses a similar approach to the one we ustdnwJSBACH. The burned area is
prescribed in a vegetation model. In the case oEBR the CASA model is used. One
reason for this substantial difference betweerfitkecarbon emissions might be related with
the partitioning of the burned area among differBfils in a grid cell. In JSBACH we
distributed the burned area equally over the phepPFTs. GFEDv3, however, combines
burned area information with land cover informatairhigh spatial scales for the partitioning.
This information is available in the GFEDv3 presur data set and will be implemented in
JSBACH in the future as well. Ongoing work include@smore detailed analysis of the
differences arising from the different vegetatiorodels applied. This will allow an
assessment of the fire CCl data, in the contexinmfertainties arising from the vegetation
models used to convert burned area into fire cagmissions.

It should also be emphasised that related satalit®spheric datasets such as global maps of

CO from IASI, CQ from GOSAT and @ from Sciamachy can be used to help verify the
location and intensity of remote fires.
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Figure 41. GFEDv3 burned area (left) and simulafed carbon emissions (right) in [gCAfyear]
averaged for one full forcing cycle using GFEDv3rad area for the years 1997 to 2010

4.10 Glaciers
Not assessed by CMUG to date.

5. Summary of key pointsfrom a climate modelling per spective

This report documents some assessments of prequnatucts of the ESA CCI climate data
records many of which the CCI datasets will be careg to when they become available.
Table 10 lists the precursors used in the repaftTable 11 summarises the assessment of the
ECVs selected in this report. A few of the key poiim this assessment are summarised here.

An assessment of SST by comparison with in-sittenlagions (drifting buoys) showed the
importance of the coverage of the in-situ observiatyvork in assessing the satellite product.
The statistics clearly improved when the coverafighe in-situ network improved. This
suggests caution should be exercised when assessatgllite dataset with a sparse in-situ
observing network.

A three way matchup technique is a powerful toahttependently assess observation errors
for satellite and in-situ observations and this besn demonstrated for the SST dataset. This
technique should be extended to other datasetsewheze independent measures of the same
guantity are available. Also shown for SST was ladgtion of the uncertainties provided with
the SST dataset by comparing with the bias of theskt and it is clear this will be an
important assessment for all the CCl datasets whemeasure of uncertainty will be
provided.

Level 4 SST analysis fields (i.e. HadISST2) werseased by comparison with the ERA-
Interim model fields and it was demonstrated hownumber of important, but not
immediately obvious, anomalies can be identifiedhi& dataset which were not removed by
the dataset provider. This kind of assessment ortant for modellers to decide on the
validity of a particular dataset for use in climat@delling and reanalysis applications. The
SST dataset analysed was an ensemble of fieldshwiece intended to cover the range of
uncertainty in the measurements. This allows ass&r#sof not only the primary
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Pre-cursor Datase Variable Area Time span | Uncertainty
included?
ARC SST SST Global 1991-2010 Yes
p-HadlSST2 SST Global 1899-2010 Yes
GlobCOLOUR Chlorophyll | Global 1995-2010 Yes
concentration
SSALTO/DUACS SSH Global 2002-2009 Yes
ISCCP Clouds Global 1982-2010 No
EUM IASI L2 Ozone column | Global 2008-2009 No
ESA MIPAS Ozone profile | Global 2008-2009 No
GlobCOVER Land cover | Global 2005, 2009 No
classification
GFEDv3 Fire burned area Global 1997-2010 No

Table 10. A summary of pre-cursor datasets usdiisrreport

measurement, in this case SST, but also the sprédtie ensemble of measurements.

Ensembles of retrieved climate data records os#mee variable to encompass the uncertainty
in the measurements will be more prevalent in theré and so it is important to strengthen

collaboration between data providers and data usersleveloping methods to assess the
spread of these ensembles as a means of validdimguncertainty. The SSH dataset

assessment with regional reanalyses is another peashown for the Mediterranean Sea

where it is planned to have an intense observingpa#n in the next few years to allow more

detailed validation of models and satellite dataset

Methodology used for assessme| Assessment of ECVs in this

of ECVs report
Climate Model (single, ensemble) Clouds, OzonedL.@nver,
Fire

Re-analyses SST, SSH, Ozone

Precursor datasets N/A

Independent satellite or in situ SST, Clouds, Ozone

measurements

Related observations (surface and | Clouds
TOA fluxes, temperature, water
vapour)

Assimilation

Ocean colour, SSH, Ozone

Table 11. A summary of the type of assessmentsped to assess ECVs in this report.

The assessment of a dataset through assimilatidlusgrated with the GlobColour dataset
where model analysed fields are clearly much cldaserthe observed fields after the
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assimilation. The challenge is to show the improsemin the predictions after the
assimilation of the dataset and in the case of ooedour this is more challenging as the
model itself clearly needs development. Assimilatgiudies using ozone datasets are also
shown where the impact on the annual cycle andmnegivariations such as the polar vortex
are studied.

The need for observation operators to represents#tellite measurements from climate
model fields is shown for the clouds ECV where 1$Cdata are used as a precursor dataset
and the model fractional cloud cover from the CQO$&fulator are compared. Here the
consistency with the associated radiation budgstidi cloud liquid water path and cloud
liquid drop size from satellites and the model ased to demonstrate the importance of not
only considering one variable in isolation whemgssatellite datasets for validation of model
processes. The availability of the CMIP5 archivevradlows datasets to be compared with an
ensemble of different climate models which can helpetter assess observational datasets as
the model biases are more evident using this agcltimally an assessment of datasets during
an anomalous period (e.g. 1997-98 El Nifo) is irtgoadras these are often used by modellers
to asses how their models react to anomalous isihsat

For the surface datasets (e.g. land cover and tive)assessments are direct comparison
between the model and new satellite derived fieldbjch provide model boundary
conditions, and involve exploring the reasons foe differences and impacts on model
simulations. The performance of the climate modghwhe new boundary conditions for
example to show the changes in the carbon emissiande used as a way to assess new
surface datasets. It is critical here that allghegace variables are consistent with each other
between datasets as the model will struggle toigecsonsistent surface analyses if not.

Finally it should be clear that what was not atteadpn this study was to look at cross-ECV
consistency which is also an important propertycfonate modelling applications. It is hoped
this aspect can be explored in future studies lBy@MUG using the CCI datasets where
particular attention will be paid to this aspedtsthould be noted that the individual ECV
teams through their climate research groups wib dle making complementary studies of
their datasets but in general focussing less anaté modelling applications. A review of
these CCI validation plans is planned as a sepéxsitdG document D2.3.
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